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2017	Focus	Topics

“ISC	High	Performance	focuses	on	HPC	
technological	development	and	its	
application	in	scientific	fields,	as	well	as	
its	adoption	in	commercial	environments”



Overview

• 3	days	
conference	and	
exhibition
• Tutorials
• Workshops

• 450	speakers
• 150	exhibitors
• 3200	attendees



Technical	program



Networks

• Conference	keynote	by	Jennifer	Tour	Chayes,		
Microsoft	Research
• Dedicated	Deep	Learning	day:

• How	Deep	Learning	is	Changing	the	HPC	Landscape
• Autonomous	driving	an	Connected	Vehicles



HPC

• The	HPC	event	in	Europe
• Showcase	of	most	powerful	systems	



Software:	
65	years	of	
compiler	
development



Exhibition



Intel

• Intel	has	just	funded	our	second	
IPCC	on	a	ML	based	tool	for	Fast	
Simulation	in	GeantV
• We	presented	our	first	results	on	
GAN	application	to	calorimeter	
simulation
• Meeting		with	several	ML	specialists

• Study	scaling	on	KNL	cluster	
(MARCONI	system	@CINECA)
• Port	our	code	to	NEON	framework

“New IPCC at CERN Pushes Code Modernization”
InsideHPC

“CERN Modernizes Code with IPCC”
GOParallel

A	long	fruitful	relation	with	Intel



ARM

• Leader	in	energy	efficient	processors,	extending	to	the	HPC	environment	

• Fujitsu	Post-K	to	replace	(#5	top500)	computer-K	at	RIKEN	supercomputer	center	in	2020

• Mont-Blanc	phase3	Exascale project	uses	Cavium’s	ThunderX2

• Longer	vector	extensions	to	effectively	provide	massive	computational	throughput	for	HPC

• Scalable	Vector	Extension	(SVE:			128		to	2,048	bit)		with		vector-length-agnostic	programming	model

• Orthogonal	to	existing	128-bit	Neon	SIMD

• New	Cortex-A	systems	targeted	to	ML	workloads

www.arm.com

Cavium’s	ThunderX2	(ARMv8	64-bit	core)

www.montblanc-project.eu



ARM	SVE	

• Supports	vector-length	agnostic	(VLA)	programming	that	adapts	to	available	
vector	length
• Introduces	novel	features	to	improve	compiler	vectorization	(per-lane	
predication,	gather-load/scatter-load,..)
• A	unique	challenge	for	software!
• Very	interesting	meeting	with	ARM	senior	engineers

• Benchmark	compiler	vectorisation on	GeantV code
• Test	our	3dGAN	network	training	on	the	new	architectures

https://developer.arm.com/hpc/a-sneak-peek-into-sve-and-vla-programming

A	“universal”	vector	extension



Cavium

• A	well	know	processors	manufacturer
• We	met	Avinash Sodani,	a	former	senior	Intel	engineer,	
head	of	the	KNL	design	team,	now	at	Cavium
• Co-development	of	a	custom	accelerator	targeted	to	
GeantV simulation	workload
• Hardware	acceleration	for	Machine	Learning	
• Further	meetings	to	discuss	GeantV code	design	(data	layout	and	
processing	flow)	and	the	machine	learning	approach

http://www.cavium.com



IBM

• IBM	to	deliver	new	
hardware	to	CERN	
(openlab)
• GeantV is	part	of	the	
physics	WG	of	the	
OpenPOWER foundation	
(resp.	Marilena)

• Proposal	to	fund	a	doctoral		
student	to	work	on	GeantV
optimisation for	Power	
architectures	



NVIDIA

• NVIDIA	is	still	leading	
the	way	on	DL	hw
• Demand	for	GPU	
@CERN	is	high!

Meeting		to	discuss	collaboration	on	our	new	ML	
project	and	GeantV deployment	on	GPU		



Conclusions

• ISC	is	a	huge	event	bringing	academia	and	industry	together
• High	level	technical	program	including	innovative	applications	in	many	
different	fields

• Networking	is	one	of	the	main	reasons	for	attending	ISC
• This	edition	was	particularly	useful	for	us
• Recognition	of	the	work	done
• Collaboration	with	experts
• Building	collaboration Thanks!


