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Epoch

Width = 16, Number of Hidden layer(s) = 1, learning rate = 0.001, decay rate = 0.01, 
Optimizer= Adam 
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Distributions of Output (10 K for each type of events) 

# of events

Probability of being a signal (gamma) event against a background event (pi0)
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ROC curve for the classifier


