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NP and where to find it
BUMP HUNTING: little to no theoretical 

input needed. So far: Higgs

Shape distortions from 
high-scale NP

 R. Harlander, Higgs Summary (TH), Les Houches 2017

Englert, McCullough, Spannowsky ‘14
Wide resonances

5

FIG. 3: The unnormalised mtt̄ distribution computed in NNLO QCD (blue band) versus NNLO QCD plus the � ! tt̄
contribution (“Signal”). Also shown are contributions from fake BSM signals derived from the nominal one, “Signal”, by
simply dividing its contribution to each bin with the indicated factor. Three di↵erent bin sizes are used: 5GeV (left), 20GeV
(centre) and 50GeV (right).

smoothness requirement (which only helps identify bin-to-bin MC fluctuations). We estimate the MC error of the
normalisation factors directly form our calculation and find it to be below 0.2%. Such error is insignificant and we
will neglect it in the following.

In all plots in figs. 3,4 the blue bands represent the combined scale plus pdf error. Owing to the much reduced
error of the normalised distributions the significance of the deviation of the signal plus background with respect to
pure background is much larger. It allows to e↵ectively distinguish not only the specific � model considered here but
also models that predict significantly smaller value for the total rate �(pp ! � ! tt̄).
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FIG. 4: As in fig. 3 but for the normalised mtt̄ distributions �(N200) (top row) and �(N100) (bottom row).

The significance of the deviation of signal plus background with respect to pure SM background depends on the
type of normalisation, the chosen bin size and the position of the bins. The bin position is especially relevant for
BSM contributions with a peak-dip structure: after repositioning, a bin of fixed size can show positive, negative or
no deviation from the SM background. Since the minimum size of the mt¯t bins is expected to be around 50GeV,
i.e. larger than the expected � width, the only way to unambiguously resolve such complicated structure is by using
sliding bins. To that end in fig. 5 we show the significance:

significance =
(SM+ BSM)

central

� (pure SM)
central

(pure SM)
error

, (5)

Tricky signatures

t̃ ! t+ LSP
mt̃ ⇡ mt � mLSP

``Stealth scenarios’’

REQUIRE VERY GOOD CONTROL ON SM 
PREDICTIONS FOR SIGNALS / BACKGROUNDS

+…

Not quite…
SUSY exclusion limits 

as of May 2017

m ~ 2 TeV

+ many other negative results. 
Many `vanilla’ models excluded

For many `standard’ searches, the LHC is already reaching its 
asymptotic potential (energy reach)

… ``good control’’: a (rough) estimate

SM ~ v.e.v.

ΛNP

direct  
bounds 
~ TeV

Imagine to have new physics at a 
(heavish) scale ΛNP

Typical modification to observable 
w.r.t. standard model prediction: 

δO ~ Q2/ΛNP 2 

To gain over direct bounds:

IN THE BULK: 
Q~MH → few percent

IN THE TAIL:
Q≳ 500 GEV → 

~10-20%
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THIS LEVEL OF PRECISION: 
WITHIN EXPERIMENTAL REACH OF 

THE (HL-)LHC

Theoretically, highly non trivial…



The precision on input parameters: αS

PDG World Average: αs(MZ) = 0.1181 ± 0.0011 (0.9%)

36 1. Quantum chromodynamics
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Figure 1.2: Summary of determinations of αs(M2
Z) from the six sub-fields

discussed in the text. The yellow (light shaded) bands and dashed lines indicate the
pre-average values of each sub-field. The dotted line and grey (dark shaded) band
represent the final world average value of αs(M2

Z).

using the transverse energy-energy correlation function (TEEC) and its associated
azimuthal asymmetry (ATEEC), respectively [247]. All these results are at NLO only,
however they provide valuable new values of αs at energy scales now extending up to

May 5, 2016 21:57
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↵s(mZ) = 0.118± 1%

•Many different determinations, (more or 
less) consistent

•Lattice: the best hope for improvement?
•A lot of recent developments to properly 

connect the non-perturbative to the 
perturbative regime (finite size scaling…)

M��������� L������ QCD F����� ���� ������� H��� �������� L�� �������� M������� ���� QCD C����������

T�� �������: F����� ���� ������� [L�̈�����, W����, W���� ’��]
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I Coupling ↵(µ) depends on no other scale but L (Notation: ↵(L),↵(1/L)).
I Small L =) small ↵(L)
I a ⌧ 1/µ easily achieved: L/a ⇠ 10 � 40
I Step scaling function: How much changes the coupling when we change the

renormalization scale:
�(u) = g2(µ/2)

�

�

�

g2(µ)=u

achieved by simple changing L/a ! 2L/a!
I 1/L is a IR cuto� ) simulate directly mq = 0
I We need dedicated simulations of the femto-universe

Finite volume renormalization schemes: fix µL = constant

13/52

[Lüscher et al (1991), ALPHA (2017)]

0.5% precision may be possible?

PDFs: sanity checks
or how do we make sure we are not fitting new physics away…

34

Impact on the gluon
!

 In NNPDF3.1 we have three groups of processes that provide direct information on the gluon: 
inclusive jets, top pair differential, and the Z transverse momentum!

 Are the constraints from each of these groups consistent among them? Yes!
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[J. Rojo, (2017)] 

•Fits are stable under 
inclusion/exclusion of extra 
data-set

•Effect of new data: mostly 
reduction in uncertainty, 
small change in the central 
value

•With more and more data, can also try to fit ``safest’’ PDF from 
PS regions which should be free from NP contaminations (e.g. 
forward jets…)…



The need for higher orders: Higgs

HIGGS BOSON

▸ Precise measurement 

▸ 3.8 sigma deviation 

▸ 1500 papers about new 
physics on the arXiv 

▸ SM fails

Data Theory
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αS5

N3LO results needed to establish 
perturbative convergence / reduce  

residual theoretical uncertainty

�
exp

= 59± 9.5 pb

�N3LO = 55.5± 2.9 pb

[Anastasiou, Melnikov; 
Harlander, Kilgore]

[Anastasiou et al]
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Similar picture at the differential level: 
O(αs5) [NNLO] needed to match exp. systematics

Figure 6: Distribution of the photon decay angle in the Collins-Soper frame at the 8 TeV LHC.

The inset shows ratios of di↵erential cross sections at di↵erent orders in perturbation theory for

the factorization and the renormalization scales set to the mass of the Higgs boson.
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Figure 7: Left pane: comparison of exclusive jet cross sections in pp ! H + j ! ��+ j computed

in this paper and measured by the ATLAS collaboration. Right pane: comparison of the leading

jet transverse momentum distribution. The selection criteria are described in the text.

predictions in all p?-bins except one where the experimental error is the largest. It is also

clear that the shapes of theoretical and experimental distributions are di↵erent. It follows

from the plots in Fig. 7 that, currently, the ATLAS data is not precise enough to allow for a

meaningful comparison with available theoretical predictions. This will undoubtedly change

once enough luminosity at the 13 TeV LHC is collected.

B. H ! W+W� ! e+µ�⌫⌫̄

In this subsection, we present the results for the process pp ! H+j ! W+W�+j at the

13 TeV LHC. The selection criteria are described in Section II. In principle, many kinematic

12

13 TeV data are coming in…

[Chen et al (2016)]

[FC, Melnikov, Schulze]



A (so far) less successful story: the Higgs tail
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•The LHC is starting to 
explore the boosted 
Higgs regime

•Crucial information on 
coupling structure, non 
accessible at low pt

•TH input: ~20% would 
be fine

•Despite a lot of progress, 
[see e.g. Bonciani et al.] still 
only LO predictions 
there. Large pT fully 
resolves the top loop, 
cannot neglect internal 
dynamics

•Similar for off-shell tail



The precision on input parameters: αS

PDG World Average: αs(MZ) = 0.1181 ± 0.0011 (0.9%)
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pre-average values of each sub-field. The dotted line and grey (dark shaded) band
represent the final world average value of αs(M2

Z).

using the transverse energy-energy correlation function (TEEC) and its associated
azimuthal asymmetry (ATEEC), respectively [247]. All these results are at NLO only,
however they provide valuable new values of αs at energy scales now extending up to

May 5, 2016 21:57

Bethke, Dissertori & GPS in PDG ‘16

16

↵s(mZ) = 0.118± 1%

•Many different determinations, (more or 
less) consistent

•Lattice: the best hope for improvement?
•A lot of recent developments to properly 

connect the non-perturbative to the 
perturbative regime (finite size scaling…)

M��������� L������ QCD F����� ���� ������� H��� �������� L�� �������� M������� ���� QCD C����������

T�� �������: F����� ���� ������� [L�̈�����, W����, W���� ’��]

r

q q

L

r

q q

L

r

q q

L

I Coupling ↵(µ) depends on no other scale but L (Notation: ↵(L),↵(1/L)).
I Small L =) small ↵(L)
I a ⌧ 1/µ easily achieved: L/a ⇠ 10 � 40
I Step scaling function: How much changes the coupling when we change the

renormalization scale:
�(u) = g2(µ/2)

�

�

�

g2(µ)=u

achieved by simple changing L/a ! 2L/a!
I 1/L is a IR cuto� ) simulate directly mq = 0
I We need dedicated simulations of the femto-universe

Finite volume renormalization schemes: fix µL = constant

13/52

[Lüscher et al (1991), ALPHA (2017)]

0.5% precision may be possible?

PDFs: sanity checks
or how do we make sure we are not fitting new physics away…
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Impact on the gluon
!

 In NNPDF3.1 we have three groups of processes that provide direct information on the gluon: 
inclusive jets, top pair differential, and the Z transverse momentum!

 Are the constraints from each of these groups consistent among them? Yes!
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•Fits are stable under 
inclusion/exclusion of extra 
data-set

•Effect of new data: mostly 
reduction in uncertainty, 
small change in the central 
value

•With more and more data, can also try to fit ``safest’’ PDF from 
PS regions which should be free from NP contaminations (e.g. 
forward jets…)…

The need for higher orders: Higgs
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Taming logs: the low-pt Higgs spectrum

RadISH, 13 TeV, mH = 125 GeV

µR = µF = mH, Q = mH/2

PDF4LHC15 (NNLO)
uncertainties with µR, µF, Q variations (x 3/2)

Fixed order from PRL 115 (2015) 082003
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Figure 4. Comparison among the matched normalised distributions at N3LL+NNLO, NNLL+NNLO, and
NNLO. The uncertainties are obtained as described in the text.

cancellations implicit in the observable’s defintion. In particular, we studied the class of inclusive
observables that do not depend on the rapidity of the QCD radiation. Members of this class are,
among others, the transverse momentum of a heavy colour singlet and the �⇤ observable in Drell-
Yan pair production. We obtained an all-order formula that is valid for all observables belonging
to this class, and we explicitly evaluated it to N3LL up to effects due to the yet unknown four-
loop cusp anomalous dimension. In the case of the transverse momentum of a colour singlet, we
proved that our formulation is equivalent to the more common solution in impact-parameter space
at this accuracy. This equivalence allowed us to extract the ingredients necessary to compute
the Sudakov radiator at N3LL using the recently computed B(3) coefficient [25]. The radiator is
universal for all observables of this class [41], which can therefore be resummed to this accuracy
with our approach. The all-order result was shown to reproduce the correct power-like scaling
in the small-pt limit, where the perturbative component of the coefficient of the intercept can be
systematically improved by including higher-order logarithmic corrections. We implemented our
results in the exclusive generator RadISH, which performs the resummation and the matching to
fixed order, and allows the user to apply arbitrary kinematic cuts on the Born phase space. Although
we explicitly treated the case of Higgs production, the code developed here can automatically handle
any colour-singlet system.

As a phenomenological application, we computed the Higgs transverse-momentum spectrum
at the LHC. In comparison to the NNLL+NLO prediction, we find that N3LL+NLO effects are
moderate in size, and lead to O(10%) corrections near the peak of the distribution and they are
somwhat larger for pt . 10GeV. The scale uncertainty of the matched calculation is reduced by
the inclusion of the N3LL corrections in the small transverse-momentum region. When matched
to NNLO, the effect of the N3LL is pushed towards lower pt values, leading to a few percent
correction to the previously known NNLL+NNLO prediction [37] around the peak, and to more
sizeable effects at smaller pt values. In order to further improve the theoretical control in the
small-medium transverse momentum region, it will be necessary to consider the deviations from
the large-mt approximation. Recently, progress has been made in this respect by computing the
NLO corrections to the top-bottom interference [12]. Higher-order effects due to the leading tower
of logarithms of pt/mb were addressed in ref. [79] and were found to be moderate in size. The

– 39 –

↵s ln
2 pt,H
MH

⇠ 0.5, pt ⇠ 15 GeV

Introduction: 𝐻 + 𝑗 production
2

Introduction

y Shape of 𝒑𝑻,𝑯 distribution may put stronger constraints on light-quark Yukawa couplings [Bishara, Monni et al ’16; 
Soreq et al ’16]

y Non-trivial Higgs transverse momentum (𝒑𝑻,𝑯) distribution generated when extra jet is radiated:  𝑯+ 𝒋

Reliable theoretical predictions for 𝐻 + 𝑗 differential cross section required

[Bishara, Monni et al ’16]y Bounds expected from HL-LHC

lowish pt spectrum 
sensitive to non standard 

light Yukawa modifications

Good understanding of the transition 
between (recently computed) NLO and 

resummation would be beneficial

[Bizon et al (2017)]

[Bishara et al (2016)]

When life is tricky: beyond f.o. computations
•In many important cases, the requirement of ``high-Q clean 

observable’’ cannot be met
•need harsh experimental cut to remove backgrounds (jet 

vetoes…) / collider reach is limited
•harsh (more or less voluntary) restriction on QCD activity 

introduces large logarithmic corrections, that spoil the 
convergence of the perturbative series

•To deal with this issue, one should understand the dynamics of 
many parton emission. The leading contribution in these regions 
come from soft/collinear emission, that has a universal ~ process 
independent structure → see H.X. Zhu’s talk

•Apart from curing the problem above, understanding of multi-
particle dynamics in the soft/collinear limit can help 
understanding the interface of perturbative / non perturbative 
physics



}  Why NLO? 
}  reduce scale uncertainty of LO theory prediction  
}  reliable normalization and shape 
}  accounts for effects of extra radiation 
}  jet algorithm dependence 

}  Typical observations   
}  sizable NLO corrections 
}  corrections not constant, but kinematics-dependent 
}  remaining uncertainty at NLO typically 10-20% 
 

NLO multi-particle production 

Thomas Gehrmann LHC Run II Gordon Research Conference 3 

}  Leading-order multi-purpose tools available for 25+ years 
}  Enormous progress in getting NLO predictions for 

2�(4,5,6,…) processes over the last years 
}  Made possible by   

}  Improved techniques for loop amplitudes 
}  Crucial: a high level of automation 

}  Well-defined interfaces (Binoth Les Houches accord) 
}  combine different ingredients from different codes 

NLO multi-particle production  

Thomas Gehrmann LHC Run II Gordon Research Conference 4 

}  One-loop amplitudes 
}  BlackHat (Z. Bern, L. Dixon, F. Febres Cordero, S. Höche, H. Ita, D. Kosower, D. Maitre) 

}  GoSam (G.Cullen, N.Greiner, G.Heinrich, G Luisoni, P. Mastrolia, G.Ossola, F.Tramontano) 

}  RECOLA (S. Actis, A. Denner, L. Hofer, J.N. Lang, A. Scharf, S. Uccirati) 

}  OpenLoops (F. Cascioli, P. Maierhöfer, S. Pozzorini) 

}  NJet (S. Badger, B. Biedermann, P. Uwer, V.  Yundin) 

}  MadLoop/aMC@NLO (R. Frederix et al.) 

}  CutTools (G. Ossola, C. Papadopoulos, R. Pittau) 

}  Real radiation, subtraction terms and                                       
phase space (infrastructure) 
}  From event generator programs 

NLO automation    

ͻ Virtual corrections 
Automatized recently: 
• FEYNARTS/FORMCALC/LOOPTOOLS (public) 

 

• HELAC-NLO (public) 

 
• MadLoop 
  
• OpenLoops 

 

• GoSam (public) 
 

 
Dedicated programs also involve high level of 

automation: 
 

[Hahn et al.] 

Automation in NLO calculations 
ͻ Different ingredients of a NLO calculation have also different 

levels of automation according to their complexity: 

G.Luisoni, 4th September 2012 

Born Real 
corrections 

Subtraction 
terms 

Virtual 
corrections 

NLO 

NLO Revolution 

[Bevilacqua, Czakon, van Hameren, 
 Papadopoulos, Pittau, Worek,  11] 
[Hirschi,Frederix,Frixione,Garzelli, 
Maltoni,Pittau ,11] 

[Cullen, Greiner, Heinrich, GL, Mastrolia, 
Ossola, Reiter, Tramontano, 11] 

Denner-Dittmaier et al., VBFNLO (public), MCFM (public), 
NGLUON (public), BLACKHAT, ROCKET. 

[Cascioli, Maierhöfer,Pozzorini , 12] 

Thomas Gehrmann LHC Run II Gordon Research Conference 5 

}  MCFM, VBFNLO (J. Campbell, K. Ellis, C. Williams; D. Zeppenfeld et al.) 

}  Extensive libraries of NLO QCD processes 

}  MG5_aMC@NLO (F. Maltoni, S. Frixione et al.)  
}  Full event generation with automation of one-loop amplitudes 
}  Matching to parton shower (MC@NLO method) 

}  SHERPA (F. Kraus et al.) 

}  Interfaces to one-loop codes (OpenLoops, BlackHat, Njet, GoSam) 

}  Matching to parton shower (MC@NLO, POWHEG methods) 
}  Matching of NLO multiplicities (MENLOPS) 

}  HERWIG (S. Gieseke, S. Plätzer, P. Richardson et al.) 

}  Full event generation with one-loop from GoSam or VBFNLO 
}  Matching to parton shower (MC@NLO method) 

Tools for NLO calculations 

Thomas Gehrmann LHC Run II Gordon Research Conference 6 

Fixed-order predictions                         
for precision observables 

Thomas Gehrmann                        Universität Zürich 

 

LHC Run II Gordon Research Conference, HKUST, Hong Kong,25.6.2017 



}  Require three principal ingredients  
}  two-loop matrix elements 

}  explicit infrared poles from loop integral   
§  known for all massless 2 � 2 processes  

}  one-loop matrix elements 
}  explicit infrared poles from loop integral 
}  and implicit poles from single real emission 

§  usually known from NLO calculations 

}  tree-level matrix elements 
}  implicit poles from double real emission 

§  known from LO calculations 

}  Infrared poles cancel in the sum 
}  Challenge: combine contributions into parton-level generator 

NNLO calculations 

Thomas Gehrmann LHC Run II Gordon Research Conference 9 

Real radiation at NNLO: methods 
}  qT-subtraction (S. Catani, M. Grazzini) 

}  Production of colourless final states at hadron colliders 
}  Universal behaviour for small transverse momentum from resummation 
}  Cut off real radiation phase space at small transverse momentum 

}  N-jettiness subtraction                                                                  
(R. Boughezal, X. Liu, F. Petriello; J. Gaunt, M. Stahlhofen, F. Tackmann, J. Walsh) 

}  Use N-jettiness variable as cut-off for N-jet final state 

 
 

 

d�F
NNLO = HF

NNLO ⌦ d�F
LO +

h
d�F+jet

NLO � d�CT
NLO

i

⌧N =
2

Q2

X

k

min {qa · pk, qb · pk, q1 · pk, . . . qN · pk}
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Real radiation at NNLO: methods 
}  Antenna subtraction (A. Gehrmann-De Ridder, E.W.N. Glover,  TG) 

}  Subtraction terms constructed from antenna functions 
}  Antenna function contains all emission between two partons 

 

}  Projection-to-Born (M. Cacciari, F. Dreyer,  A. Karlberg, G. Salam, G. Zanderighi) 

1 1

i

j

k

I

i

j

k

I

m+1 m+1

K

K

2

(a) Born VBF process

two loop

passed to analysis
projected momentum,

original momentum,

H

W,Z

W,Z

+

double−real counterevent

one−loop single−real counterevent

integrated over

double real

one−loop single real

+ −

+ −

(b) NNLO "inclusive" part (from structure function method) (c) NNLO "exclusive" part (from VBF H+3j@NLO)

projected double real

projected one−loop single real

+ +

FIG. 1: (a) Illustration of the Born VBFH process. (b) NNLO corrections to the upper sector of the VBF process, from the
“inclusive” part of our calculation. (c) Corresponding “exclusive” part. The double-real and one-loop single-real counterevents
in the exclusive part cancel the projected double-real and one-loop single-real contributions in the inclusive part. In the
“projected” and “counterevent” contributions, the dashed lines corresponds to the full set of parton momenta that are integrated
over (for the structure functions, this integral is implicit in the derivation of the coe�cient functions), while the solid lines
correspond to the partons that are left over after projection to Born-like kinematics and then passed to the analysis. The
projection does not change the direction of initial partons and so the corresponding incoming dashed lines are implicit.

quark ! quark + V , then it is straightforward to show
that knowledge of the vector-boson momentum q

1

(q
2

)
uniquely determines the momenta of both the incoming
and outgoing (on-shell) quarks,

p
in,i = xiPi, p

out,i = xiPi � qi . (1)

We exploit this feature in order to assemble a full cal-
culation from two separate ingredients. For the first one,
the “inclusive” ingredient, we remain within the struc-
ture function approach, and for each set of q

1

and q
2

use
Eq. (1) to assign VBF Born-like kinematics to the up-
per and lower sectors. This is represented in Fig. 1b
(showing, for brevity, just the upper sector): for the
two-loop contribution, the Born kinematics that we as-
sign corresponds to that of the actual diagrams; for the
tree-level double-real and one-loop single-real diagrams,
it corresponds to a projection from the true kinematics
(2 ! H + n for n = 3, 4) down to the Born kinemat-
ics (2 ! H + 2). The projected momenta are used to
obtain the “inclusive” contribution to di↵erential cross
sections. Note that the Higgs momentum is una↵ected
by the projection.

Our second, “exclusive”, ingredient starts from the
NLO fully di↵erential calculation of vector-boson fusion
Higgs production with three jets [16, 17], as obtained in
a factorised approximation, i.e. where there is no cross-
talk between upper and lower sectors.2 Thus each par-
ton can be uniquely assigned to one of the upper or lower
sectors and the two vector-boson momenta can be unam-
biguously determined. For each event in a Monte Carlo
integration over phase space, with weight w, we add a

2 The NLO calculation without this approximation is given in
Ref. [18].

counterevent, with weight �w, to which we assign pro-
jected Born VBF kinematics based on the vector-boson
momenta and Eq. (1). This is illustrated in Fig. 1c.
From the original events, we thus obtain the full mo-
mentum structure for tree-level double-real and one-loop
single-real contributions. Meanwhile, after integration
over phase space, the counterevents exactly cancel the
projected tree-level double-real and one-loop single-real
contributions from the inclusive part of the calculation.
Thus the sum of the inclusive and exclusive parts gives
the complete di↵erential NNLO VBFH result.3

For the implementation of the inclusive part of the cal-
culation, we have taken the phase space from POWHEG’s
Higgs plus two-jet VBF calculation [20], while the matrix
element has been coded with structure functions evalu-
ated using parametrised versions [21, 22] of the NNLO
DIS coe�cient functions [23–25] integrated with HOPPET
v1.1.5 [26]. We have tested our implementation against
the results of one of the codes used in Ref. [9, 10] and
found agreement, both for the structure functions and the
final cross sections. We have also checked that switching
to the exact DIS coe�cient functions has a negligible im-
pact. A further successful comparison of the evaluation of
structure functions was made against APFEL v.2.4.1[27].

For the exclusive part of the calculation, as a starting
point we took the NLO (i.e. fixed-order, but not parton-
shower) part of the POWHEG H+3-jet VBF code [17], it-
self based on the calculation of Ref. [16], with tree-level
matrix elements from MadGraph 4 [28]. This code al-
ready uses a factorised approximation for the matrix ele-
ment, however for a given phase-space point it sums over

3 Our approach can be contrasted with the di↵erential NNLO
structure-function type calculation for single-top production [19]
in that we do not need any fully di↵erential ingredients at NNLO.

Thomas Gehrmann LHC Run II Gordon Research Conference 16 

Z pT-distribution at NNLO 
}  Classical QCD observable 

}  Measured: pT= 1...1000 GeV 
}  Constrains gluon distribution                                             

(R.Boughezal, A. Guffanti, F. Petriello, M. Ubiali) 

}  NNLO improves description of                                            
data in shape and normalization 

}  Related observable 

}  purely from lepton directions 
}  Higher resolution at low pT 
}  NNLO reliable to pT=5 GeV 
}  Challenge for numerics 
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Where do we stand? 
}  Witnessed an NLO revolution 

}  Previously unthinkable NLO QCD+EW multi-particle 
calculations now feasible due to technological breakthroughs 

}  High-level of automation 
}  Standarization of interfaces: combine different codes 

(providers) 
}  Interface to experiment (codes, ntuples, histograms,..)? 

}  Substantial progress on NNLO calculations 
}  Several different methods available 
}  Close interplay with resummation 
}  Calculations on process-by-process basis 
}  Codes typically require HPC infrastructure 
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Future Directions 
}  NNLO automation 

}  Uncover analytical structures to organize calculation  
}  Develop standard interfaces 
}  Interface to experiment ? 

}  Beyond NNLO 
}  N3LO precision for benchmark processes 
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Status and Progress on 
Resummed Calculations in 

Soft-Collinear Effective Theory

 Hua Xing Zhu  
Zhejiang University 
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Gordon Research Conference 
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pT resummation for Higgs at N3LL
• First example of N3LL resummation 

for differential distribution at hadron 
collider (with the exception of 4-loop 
cusp anomalous dim.) 
• N3LL resummation for thrust in 

e+e- in about 10 years ago [Becher, 
Schwartz] 

• Complications at hadron collider: 
PDF convolution, definition of 
observable, anomalous dim. 

• N3LL resummaiton in the rapidity 
renormalization group formalism [Y. Li 
et al.] 

• Good convergence of RG 
improved perturbation theory 

• Smooth switch between resummed 
and fixed order beyond NLL 

• Momentum space N3LL resummation 
[Bizon et al.]
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Status and Recent Advances in Monte
Carlo Event Generation

Simone Alioli

Pushing the Frontiers of Particle Physics
During the LHC Run II Era

HKUST - Honk Kong
25 June 2017

State-of-the-art theoretical predictions

We currently have 3 main approaches to perturbative QCD calculations:
Fixed-Order: power expansion c0|{z}

LO

+ c1↵s| {z }
NLO

+ c2↵
2
s| {z }

NNLO

+ c3↵
3
s| {z }

N3LO

+ . . .

Valid for cross sections
and inclusive quantities. Systematically improvable.
Fails for many soft-collinear emissions and
“Sudakov-sensitive” observables. Unrealistic events.

Resummation: expansion in ↵N
s log

M
(Q1/Q2) LL,NLL,NNLL,. . .

Correct in exclusive regions. Systematically improvable.
One observable at a time, no generic hadronization.

Parton-shower event generators: recursive probabilistic algorithm

Predict all observables. Realistic events, include
hadronization
Crude approximation of QCD. Accuracy bottleneck, not easy
to improve systematically.

Event Generators are unavoidable tools, but the LHC experimental precision already
demands better theory predictions !

,! Merge the benefits of the 3 approaches
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The state of the art : NNLO + PS

I Interfacing NNLO calculations to a parton shower is more complicated: general
approach presented in [SA, Bauer et al. 1311.0286]

I Three different approaches available, implemented only for color singlet production:

MiNLO - NNLOPS
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[Hamilton,Nason et al. ’13, ’14, ’15, ’16]

I Implemented V , H, V H

I Multi-dimensional
reweight to external
NNLO program.

I
0-jet events (2-loop
virtuals) are showered
with fudge factor

I Combined with 2j NLO
[Hamilton, Frederix ’16]

UNNLOPS

Sh
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pa
 M

C

LOPS2UN
NNLO
MC@NLO

 = 14 TeVs
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H
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[Hoeche, Prestel et al. ’14, ’15]

I Implemented V , H
I NNLO by N�jettiness

slicing and imposing
unitarity

I Never showers 0-jet
events (2-loop virtuals)

GENEVA

[SA, Bauer et al. ’13, ’15, ’16]

I Implemented V

I NNLO by N�jettiness
subtraction.

I
0-jet events (2-loop
virtuals) are showered
as the resummation
dictates
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