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Particle flow and PUPP| @ L1
for CMS at HL-LHC

Can we trigger on boosted jets at 25ns?

Jennifer Ngadiuba (CERN)
on behalf of the CMS Collaboration
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July 16 - 20
Campus de Jussieu, Paris

Candidate Z jet

Anti-kt R=0.8 jet
Pr 1374 GeV
n 0.79
¢ 0.43

Msp 94.8
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The challenge trlggenng at (HL JLHC

D R R M/// //Wli //I/; »W,/' ﬂ

w | Squeeze the beams to increase data rates /, / ,
— multiple pp collisions per bunch crossing (pileup)

CHALLENGE: maintain physics in increasingly complex
collision environment
— untriggered events lost forever!

Sophisticated techniques needed to preserve the physics! ©

Particle flow and PUPPI
THIS TALK!

Machine learning
(see talk on Thursday)



Particle flow

Efficient combination of complementary detector subsystems
Reconstruct and identify individually all particles JINST 12 (2017) P10003
Improves any single system energy/spatial resolution

Key ingredients: efficient track reconstruction for charged particles
and fine granularity calorimeter

Key; tuon
Electron

e Charged Hadron (e.g.Pion)
— — — - Neutral Hadron {e.g. Neutron)
""" Photon

W HCAL
A

i : Clusters
hadron : |” detector

charged
hadrons

<)article-ﬂow \H

Iron return yoke interspersed
with Muon chambers

g
3
¥

3
3
5

muons, electrons, photons, neutral hadrons, charged hadrons
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http://iopscience.iop.org/article/10.1088/1748-0221/12/10/P10003/meta

Particle flow

Widely used in offline and HLT event reconstruction since LHC Run 1

Particle flow physics performance impact JINST 12 (2017) P10003
C I 1 I L I I I L I C 0-5 _ I l ]
0O 0.6 CMS Anti-k, R 04 = Calo _ Ko - CMS .
s Y W . Ref = 0.45F simulation = Calo =
= . Simulation m™ <1.3 « PF | = - .
O “ 3 0.4F * PF =
= Ly 1 =0.35F =
> @ - :
o 0.4 — EQ_'— 0.3 -.-_._ —
O - .
- o 0.251 - =
L0 2 F . :
(_U 02:— - -.-'.'-.. _:
Q - ++ -m- - .
(C 0.15F Rag il i
0.1+ sl
0.05) -
C 1 1 | -
0 | | | 11111| | | 11111| | %O 100 150 200 250
20 100 200 1000 priss (GeV)
pief (GeV) e
Improved jet pr resolution Improved missing pr resolution
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http://iopscience.iop.org/article/10.1088/1748-0221/12/10/P10003/meta

PUPPI

Particle flow: reconstructs all particles, also from PU interactions

PileUp Per Particle Identification (PUPPI):
an algorithm that determines, per particle, a weight for how likely a particle is from PU
key insight: using QCD ansatz to infer neutral pileup contribution

1. Define a local discriminant, a, ot = log Z PT,j O(Ry — AR;;)
between PU and LV (leading vertex) Gy AR;j

2. Get data driven a distribution for PU

0 T T L L B B
i Q9 ) charged LV

using charged PU tracks 2 charged PU
o [ e neutrals LV
e o0.06\- . neutrals PU ]
©
c
.9 -
(ﬁj 0.04 -

0.02
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PUPPI

Particle flow: reconstructs all particles, also from PU interactions

PileUp Per Particle Identification (PUPPI):
an algorithm that determines, per particle, a weight for how likely a particle is from PU
key insight: using QCD ansatz to infer neutral pileup contribution

1. Define a local discriminant, a, ot = log Z PT,j O(Ry — AR;;)
between PU and LV (leading vertex) Gy AR;j
2. Get data driven a distribution for PU T
using charged PU tracks : neutrals LV
— neutrals PU

—
<Q
u|

3. For the neutrals, ask “how un-PU-like is
a for this particle?”, compute a weight

fraction of particles

—
Q
N

4. Reweight the 4-vector of the particle
by this weight, then proceed to
interpret the event as usual

103
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P U P P I arxiv.1407.6013 (original),

LHCC-P-008 (CMS Phase-2 upgrade),
JME-14-001, JME-16-003, JME-16-004
many CMS physics analyses...

Large gain with PUPPI, especially at high pile-up

Jet pr and missing pr resolution

Fake jet rate CMS Preliminary 12.9 fo' (13 TeV, 2016)
Jet substructure < f |
[ ' — miss
L epton isolation G s TPFETT Z—uw
usf * Puppi EI'° Z— up
CMS Simulation Preliminary 13 TeV -] - T
?1 4~ O 65GeV <ME"_ <105 GeV \D/ 25:— q.>50 GeV *
© [ / 65GeV<Mg,, <105GeV -
81.2_— ® 65GeV <MI'S <105 GeV + 1, < 0.45 o0l v Y
[0 [ A 65GeV<MU™ <105GeV + 1, <04 - L Y .
1 v 65 Gev <M <105 GeV + 10T < 0.52 & 15— Yy o, a 3 4
i — g A
0.8 <o 10—
i - N
0.6 %, .- s Response Corrected
6 J-0-9 -
I o e o "'"1-—?— v -
0.4__ s ok +._+_.‘_ _‘% 0
| W-jet, AKR=0.8 o '
0.2 p,>200 Gev :
| <24 GeV =
0 | ! I ! I ! I ! |
0 10 20 30 40

Number of PVs

# Vertices

Results from BOOST17, see new results in A. Benecke’s talk on Tuesday
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https://arxiv.org/abs/1407.6013
https://cds.cern.ch/record/2020886?ln=it
https://cds.cern.ch/record/1751454?ln=it
http://cds.cern.ch/record/2256875?ln=en
http://cds.cern.ch/record/2205284?ln=en
https://indico.cern.ch/event/579660/contributions/2496141/attachments/1496252/2328175/PUMitigation_BOOST2017_Vesterbacka.pdf

The CMS trigger system

Triggering typically performed in multiple stages

1 kHz
100 kHz 1 MB/evt
—

‘ 4 40 MHz oo° Offline
\
< ,,9 <@b
VW s, &
Trigger deCiSiOﬂ to be made N O(US) Computing farm for deta”ed
Latencies require all-FPGA design analysis of the full event

Latency O(100 ms)

For HL-LHC upgrade: latency and output rates will
increase by ~ 3 (rom 3.8 = 12.5 us @ L1)
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Upgraded CMS trigger for HL-LHC

Support 40 MHz readout of track segments
Reconstruct all tracks with pr > 2 GeV,
IN| < 2.4 within a latency of 4 us

Updated backend for electromagnetic barrel
calorimeter (EB) supporting full granularity
readout at L1 (AnxAd ~ 0.02x0.02)
nb,current L1 granularity: AnxA¢ ~ 0.1x0.1

TRK EC
High-granularity /
endcap calorimeter
A 4 \ 4
Track Endcap
Finder Calo
LHCC-P-008 oy e

L HCC-2017-009 *ﬁﬁ?‘

.*

1

EB HB HF DT RPC || CSC ||GEM

e |

TPG || TPG || TPG TPG

§ — I -
frEhr;dcap

Track

iinder

Barrel
Calo
Trigger

l v
>
>

New L1 trigger system with
improved processing power, Correlator Trigger
a global correlator layer, and | or
deeper buffers in all *possible direct links from TF —
subsystems to allow a total X possible direct links to GT *?,:382: < BPTX
latency up to 12.5 ys

L1 Trigger Project st
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https://cds.cern.ch/record/2272264?ln=it
https://cds.cern.ch/record/2020886?ln=it

Upgraded CMS trigger for HL-LHC

Addition of tracks to L1 trigger is a game-changer
Re-think algorithms: how to best combine tracking, calorimeter, and muon information
The big challenge: mitigation of pileup

EC

Endcap
Calo

TPG

Correlator Trigger

CT-
PPS
possible direct links from TF
Global BPTX
* possible direct links to GT Trigger
BRIL
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PF algorithm @ L1

Had. EM Tracks Muons
Clusters Clusters
\ / Muon
Linking: Linking
em+had clusters,
calibrations
Track/EM
l Linking Muons
. Y
4 N
Subtract /
dentified | / [ Electrons ]I:’F algorithm V\{af re-defri]gned 5
EM obiects ¢ :from first principles, as the :
. £ / Photons :algorithm used offline and at HLT :
:was not suitable to the L1 :
Track/Calo :environment
Linking | mmmrmmmmmmmmmmmmmomemsmmmsemsmmosememmonene
Neutral
Charged Hadrons,
Hadrons Photons
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Had.
Clusters

16.07.2018

EM
Clusters

PF algorithm @ L1

Tracks

Inputs to the

PR algorithm

Muon

Closest in

Linking | prand AR

|

Track/EM
Linking

Do not use
downstream

Muons

Electrons

Photons

Track/EM linking
based on AR:

e Clusters with no associated tracks — photon

e |f prcluster > 5 prtrack within uncertainties — electron

o |f preluster > % prtrack — glectron+photon

Jennifer Ngadiuba - Particle flow and PUPPI @ L1 for HL-LHC
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PF algorithm @ L1

Had. EM Tracks — Ir:puti;o the
Clusters Clusters aigorithm
\ / Muon | Closestin
Linking: Linking pTr and AR
em+had clusters,
calibrations
Track/EM
l Linking Muons | Do notuse
downstream
T Sl / l
UDiEe: b Electrons o
identified / | Track/EM linking
based on AR

_EM objectsj ! b atrere

Track/Calo Track/Calo linking e | inked or unlinked low pr tracks
Linking based on pr and AR:  — charged hadron
o [f prealo >> 5 prirack or unlinked
N track— neutral hadron or photon
Charged Hadrons,
Hadrons Photons
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PF+PUPPI algorithm @ L1

Vertexing

|

PF inputs key ingredient for pileup
mitigation @ L1 with PUPPI

Charged PU

" subtraction

Charged
— particles from

leading vertex

Tracks
Charged
particles
PF ////
candidates
Neutral
particles

Input here, distribution of a to be computed g
offline for a certain PU level

|

Reweight

PUPPI

— neutral
particles
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Performance for MET and jets

Gains in rate reduction, Ht and prmiss resolution, signal efficiency, lower threshold

Eff (L1 rate 20 kHz)

o Hr(Calo) > 690 | CMS Phase-2 Sim. CMS Phase-2 Simulation, <PU> = 140
o . N [T e e e >
" | == H{(TK Az) > 453 % i )
08l . = oL Semileptonic tt 3
S (28 Frlfuppl) > 979 : % [ true prmiss > 100 GeV E
~ Semi-leptonic tt I X r -
0.6 <PU> =140 N i |
: : U= E
0.4+ — = .
] i N —— MET (Calo) -
0.2—— i - e MET (TK Az) -
! | 107" —— MET (PF+PUPPI) =
00_ = 1111111111111111111111111111— :1 W AT T T T T :
0* 73 200 30&4(%) 230 | 22.4) 01 0.2 0.3 0.4 0.5 06 0.7 0.8 09 1
T Signal efficiency
For a fixed L1 accept rate of 20 kHz: Missing pr:
lower threshold and sharper turn-on better trade-off between L1 rate and

signal efficiency

LHCC-2017-009
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https://cds.cern.ch/record/2272264?ln=it

What are FPGAS?

Latencies at L1 trigger require all-FPGA design

Field Programmable Gate Arrays are reprogrammable FPGA diagram
integrated circuits

Contain array of logic cells embedded with DSPs,
BRAMs, etc.

High speed input/output to handle the large bandwith

Support highly parallel algorithm implementations

Low power (relative to CPU/GPU)

Digital Signal Processors (DSPs):
logic units used for multiplications

Random-access memories (RAMs):
embedded memory elements

Flip-flops (FF) and look up tables
(LUTs) for additions

16.07.2018 Jennifer Ngadiuba - Particle flow and PUPPI @ L1 for HL-LHC 16



How are FPGAs programmed?

Latencies at L1 trigger require all-FPGA design

High Level Synthesis is used to compile the
algorithms into a firmware block (IP core)

generate standard register-transfer level (RTL) code for
FPGA from more common C/C++ code

pre-processor directives and constraints used to
optimize the timing

firmware for PF developed in 2-3 months, only
physicists

We use Xilinx Vivado HLS & XILINX.

Main reference: https:// Vivado™ HLS
www.xilinx.com/support/

documentation/sw_manuals/
xilinx2014_1/ug902-vivado-high-

level-synthesis.pdf

FPGA diagram

Digital Signal Processors (DSPs):
logic units used for multiplications

Random-access memories (RAMs):
embedded memory elements

Flip-flops (FF) and look up tables
(LUTs) for additions

16.07.2018 Jennifer Ngadiuba - Particle flow and PUPPI @ L1 for HL-LHC 17



Firmware implementation

Rolled Loop Unrolled Loop
¢ [0 best profit from FPGA capabilities: Readb[3] | Readb[2] | Readb[1] | Readb[0] Readb(3]
Read ¢[3] Read c[2] Read c[1] Read c[0] Read c[3]
. . . . Readb[2]
- use integers instead of floating-point * * * X Do
Writea[3] | Writea[2] | Writea[1] | Writea[0] Readb[1]
- keep the mathematics simple Read c[1]
Read b[0]
. . Read ¢[0]
e Expolit parallelism to guarantee latency =
] [ ] - ] *
- the algo is pipelined to accept new inputs _ *
every 1 or 2 clock cycles void func{m,n,o) { X
for (i=%{;i>§05i“) { Write a[3]
- combinatorical loops, e.g. on object pairs opCompute: — Witea[2]
in the linking, are unrolled to compute all op_Write; I Write a[ 1]
values in parallel } L
}
| |
- -<+—>
3 cycles 1 cycle
G cve | wr (RUUIN eMP | wR JRLUIM EMP wR G| CMP ] WR
- > ro I KT
8 cycles LU emP | wr |
4 cycles >

(A) Without Loop Pipelining

16.07.2018 Jennifer Ngadiuba - Particle flow and PUPPI @ L1 for HL-LHC

(B) With Loop Pipelining

X1427
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Firmware implementation

¢ T0 best profit from FPGA capabilities:

- use integers instead of floating-point

Preliminary estimate from HLS

- keep the mathematics simple
1 Xilinx Virtex Ultrascale+ (VUP9)

e Expolit parallelism to guarantee latency 4 An x Agp = 0.6 x 0.6 regions
25 tracks + 20 clusters every BX
- the algo is pipelined to accept new inputs ~ 40% resource usage
every 1 or 2 clock cycles 0.7 ps latency: 550 ns for PF,

150 ns for PUPPI

- combinatorical loops, e.g. on object pairs

in the linking, are unrolled to compute all
values in parallel

e The PF+PUPPI is inherently a regional algorithm — different detector
regions can be processed independently and in parallel

- complexity and FPGA resource use depend on the maximum allowed number
of input objects, determined by the size of the detector region

16.07.2018 Jennifer Ngadiuba - Particle flow and PUPPI @ L1 for HL-LHC
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Hardware demonstration

lest stand =
@ LPC, FNAL

A proof-of-concept implementation running
on current and early prototype trigger boards

based on Xilinx Virtex-7 FPGAs, VU9P with
development kit and on Amazon AWS

Interface the core with the board infrastructure using IPbus
or AXI-PCle to inject input patterns from CMS detector Test stand
simulation into the core, and the output is checked for
bitwise identity with the expections from HLS.

| R onboard
Simulated Inputs | /7 inject
V : buffers
HLS C++ frame ‘L i \L ¢¢
reference ; -
v v R “ PF IP Core
pattern > infrastructure
files % 1 firmware ‘L l’ ‘1‘ ‘l’l’
: * — buffers
capture

-----------------------------------------------------------
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Summary and outlook

Bringing advanced physics algorithms to the hardware trigger!

Proof-of-concept for PF+PUPPI running at L1
Large physics gain: Hr, missing pr, jet, lepton isolation

Z/

With the availability of particle
q g candidates with PU mitigation @ L1,

can we trigger on these topologies
at 25 ns?

Large space here for further
Improvement in signal
acceptance at high pileup!
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QCD multijet efficiency

How about machine learning?

Many new ML algorithms developed for offline boosted-jet
tagging using only kinematics of particle candidates as

input, few examples:

Lola (G. Kasieczka et al. JHEP05(2017)006) —* fully connected layers

DeepAKS8 and double b-tagger (cMS-DP-2017-049)
— one-dimensional convolutional layers

W—-qq?

: (13 TeV) aq /L’
E I 1 I 1 1 1 I T 1 1 I Ll T 1 I 1 1 1 -
- CMS : .

(g1|L 1000 <p, <1400 GeV, fn| < 1.5 / on FPGA in L1 latency
F Topvs QCDmultiet A (see talk on Thursday)
| =+=BDT (w/o b-tag) ’ i
== BDT (Full)
102]. — DNN (Particle kinematics) | DeepdJet for boosted resonances
- — DNN (Particle full) .
E Sub-structure '::I;?tv:rz:’“:::d’ggg — P-CNN layers x14—
Charged particles x60
=N I N — P-CNN layers x14— Dense [
10 : f 30 features, sIP ordered 521 nodes x1| | CUtPut
: a ’ Flavour
.’;" :,.' : - P-CNN Iayers X14—
4 ": ! | l | | | | l | | |
10752 0.4 0.6 0.8 1
Top efficiency See L. Gouskos'’s talk on Wednesday
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https://link.springer.com/article/10.1007/JHEP05(2017)006
https://cds.cern.ch/record/2295725/files/DP2017_049.pdf

Towards FPGA-friendly jet algos

Energy flow polynomials: complete set of jet substructure
observables forming a discrete linear basis for any common jet
observables

M = # jet constituents
z = energy fraction
0 = angles

10° 5
é 10% 4
é‘" :
Combine EFPs to perform linear jet tagging = |
. = 10% 5
or Int(? a DNN' | | N 8 ] EFPs: W vs. QCD
— mainly multiplications/additions on the FPGA < oy ihia 5226, f 500, 500) €V
é 10 | EFPB=03
= : d<3
] d<6 = [Linear
’ 1 —— d<7 -== DNN
See J. Thaler’s talk on Wednesday 10-1 , [ .

0.0 0.2 0.4 0.6 0.8 1.0
W Jet Efficiency
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Towards FPGA-friendly jet algos

Anti-KT jet clustering algo preferred by theorists and good for offline reconstruction

sequential clustering not suitable for low latency on FPGA

Explore more FPGA friendly algos for L1 applications with use of PF/PUPPI
candidates

Jets without jets: use local computation to characterize jet-like and subjet-like
structures w/o jet clustering algo

- '--..\ -
‘O‘ 0' :(' ﬁ‘\~i‘
v ‘ b M
N ’ ' A r e N ..
~ . Y : Ay "‘i A 7 '0 ‘-:\
pT"» R .ﬁ’--t‘ “' ’ Y
Niet ( R) = O(pri,r — ) ' . itk .
DPTcuts PTi,R — PTcut)s T 4 LAt .

- -
LI - -

i€event PTi,R ‘ ‘ .:': « N f::.: \
H pTcut& R) Z pT? pTi,R - pTcut)a - ‘:..“ -
i€event i p RN
%T' PTecut, R) Z pri © pTvﬁ,R — pTcut) ) ;c
i€event @
Pri D. Bertolini et al., JHEP04(2014)013

Nsubjet (stubcuta Rsub) — e(p’T?ﬁ,Rsub — stubcut)-

i€jet PTi,Reus
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Particle flow and PUPPI:
advandanced reconstruction
techniques

Trigger:
fast decision

[

Fast PUPPI

Proof-of-principle studies indicate the feasibility of performing Particle Flow
reconstruction and PUPPI pileup mitigation in the CMS HL-LHC Level-1 Trigger

Significant physics performance improvements over
traditional trigger algorithms

For the first time, possibility to trigger on boosted jets at 25 ns
with large gain for physics!

Jennifer Ngadiuba - Particle flow and PUPPI @ L1 for HL-LHC
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Particle flow and PUPPI:
advandanced reconstruction
techniques

Trigger:
fast decision

[

Fast PUPPI

Backup

Jennifer Ngadiuba - Particle flow and PUPPI @ L1 for HL-LHC
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Implementation of Puppi proof-of-concept using High level

synthesis (HLS) as well

COMPUTE FOR EACH NEUTRAL

o _ )
[1] define a local discriminant, a, '
between pileup (PU) and leading of =log PT.; O(Ro — AR;j)
vertex (LV) jECh,LV ARy
\ _ ,

/[2¢] get data-driven a distribution for PU using h

charged PU tracks

[3] for the neutrals, ask “how un-PU-like is a for
this particle?”, compute a weight

[4] reweight the four-vector of the particle by this

weight, then proceed to interpret the event as usuaIJ

-

16.07.2018 Jennifer Ngadiuba - Particle flow and PUPPI @ L1 for HL-LHC

PRECOMPUTE STEP 2 OFFLINE
WITH CONSTANTS
(For GIVEN pILEU? LEVEL)

Do sTer 3/4 WITH A
LOOK-UP TABLE

RESOURCE USAGE ONLY FEW 7
OF FPGA AND T00S OF NS
LATENCY WITH LITTLE
DEGRADATION IN PERFORMANCE
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Input data size to the correlator

Table 5.1: Summary of prototype logical input data to the CT.

Input Object | N bits/object | N objects | N bits/BX | Total BW (Gb/s)
Tracker Track 100 900 90 000 3600
Barrel Calo Cluster 16 2448 39 168 1567
Barrel Calo Tower 32 612 19 584 783

HF Tower 10 1440 14 440 553
Endcap Calo | Cluster 128 400 51 200 1 600
Endcap Calo | Tower 16 2400 38 400 1536
Barrel Muon | Track 64 36 2304 92
Endcap Muon | Track 64 36 2304 92

Total 8 547

16.07.2018
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