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Figure 2: Distribution of .:':.RJJ, the separation in 17,q, of the two jets which combine to give mh::::: mw, for Higgs 

signal (solid line), QCD background (dashed line), and each after a cut on the transverse momentum of 
the reconstructed W (dotted Jines). All graphs are scaled to 100 initial e\'ents. The m;j cut was set to 
20 GeV to increase the number of events accepted. 
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Figure 3: Jet rapidity disl!ibution from WW fusion. 
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Figure 1: Typical flow in tag jets with E:;:,; 1 TeV from WW fusion after partou showe1iug. a) Lego plot 
with bin size equivalent to I nu 2 at 16m from the interaction point. b) Graph of energy flow vs. distance 
(in em at 16m) from centre of the jet. The vertical scale in both cases is CeV per bin. 

TheW-finder used in this study utilizes this cut by running a jet-finder twice, with enne 
sizes of !:l.R = 0.75 and fl.Jl = 0.25, and then demands a big jet containing two small jt•ts, 
with lmii -mwl < 10 GeV. This set of cuts still leaves the background a factor of:::::: 75larger 
than the signal, and without further cuts the situation is hopeless. 

The WW fusion mechanism is unusual in having outgoing jets which have radiated a 
W boson, so have a transverse momentum of,....., mw, but have rather large longitudinal 
momentum, typically of a TeV or more at the LHC. Their rapidity, 7] 1 distribution is showu 
in Fig. 3, and is seen to peak at 11 :::::: 3.5, with almost all contained in 1];(.5. These forward 
jets are the so-called tag jets which, it is hoped, will help identify the qq qqH process. 
Of course background processes can fake these jets by QCD bremsstrahlung, but this should 
naively be suppressed by ,...., a1. 

The technique of tagging on these jets has the further advantage that once the Higgs 
boson is discovered, it can be used to separate gluon fusion from WW fusion events, and can 
thus increase our knowledge of the entire Higgs sector, and of WW scattering processes in 

important area for the study of mass generation. 
A parton-level study[2] used the WW fusion matrix element, together with a 'toy' model 

for the background to estimate that a cut on the tag jets of 3 < 1111 < 5 and E > 1 TeV 
could improve the signal/background ratio to better than 1/1. The main new tool used 
in the present study is HERWIG's parton shower algorithm, which should give more reliable 
background estimates than the leading order bremsstrahlung model used earlier. This can 
also be used to study the properties of the tag jets after parton showering and hadronization. 

From the detection point of view, these jets have a rather nice property: because they 
have emitted a W, their QCD scale is "' mw, so they look something like LEP jets, except 
that they have a large longitudinal momentum, so they are highly Lorentz boosted. This 
is expected to result in a rather tight jet, and Fig. 4 shows the typical jet size after parton 
showering, for 1000 events with a jet energy close to 1 TeV, and a rapidity close to 4. It can 
be seen that at a distance of 16m from the interaction point (the largest allowed by current 
designs for the LHC interaction regions[7]) the jet size is smaller than the typical spreading 
due to hadronic showering. Thus a calorimeter would see it as a single 'particle' with the full 
jet energy. 

A preliminary study revealed that the optimum point at which to cut on the tagging 
rapidity is 1J :::::: 4.5. To make sure of catching the full shower from these jets, the calorimeter 
should extend about 20cm beyond this, which corresponds to an edge rapidity of 1J = 5. At 
16m from the interaction point, this means that the edge of the detector will be 21.5cm from 
the beam line, which is quite a challenge to experimental designers! In particular the average 
radiation dose beyond 1J = 4 is expected to be "' 730 krad yr- 1 , even at £.. = 1033 cm- 2 s-1 •2 

3It has been questioned whether it is meaningful to discuss the average dose, when the incident radiation 
increases vastly across the rapidity interval, but in fact hadronic showering smears this variation considerably. 
I thank G. Stevenson of the Radiation Damage Study Group for clarifying this point, and for calculating the 
quoted dose[8]. 

3. Detailed Study 

To study the effects of jet tagging, I have used the parton shower program IIERWIG[9] which 
uses the exact S-channe! matrix element to simulate the WW fusion mechanism. The full 
gauge-invariant set of diagrams for WW -t-2jct production has been calculated[10], and used to 
test the validity of the s-channel approximation[11]. It was found that the s-channel tag jets 
are concentrated at slightly higher rapidities than for the full process, which is not expected to 
affect my results significantly. The same reference also studied cutting on the transverse mo-
mentum of the tagging jets, and found that it is not very advantageous over the non-resonant 
WW-/- 2jet background. This is believed to be because the PT cut does not utilize fully the 
unique nature of the tagging jets--their large longitudinal momentum. A recalculation[12] 
cutting on the jet energy shows that a cut of less than 1-1.5 TeV on the tag energy leaves the 
s-channel Higgs signal above the non-resonant background. As we shall see, this means that 
it is not the most significant background, and thus will not degrade the results presented. 

To study the tagging of W-/- 2jet events, a W +4jet event generator is needed, but although 
the matrix elements for these processes have been calculated[13], the CPU-time required to 
generated unweighted events is prohibitively large. In [14] the possibility of using a "W + 1jet11 

hard sub-process and HERWIG's parton shower algorithm to simulate W + njet events was 
investigated. This approach was shown to reproduce the matrix element results for the final 
state distributions to within 10-20%, but an empirical factor is required to normalize the 
cross-section. The HERWIG events were then fed into a generic calorimeter simulator and 
jet+finder[15] which was initialized to have a granularity of 0.05 x 0.05 in 1J x ¢, a perfect 
energy resolution, and an Er,min of 10 GeV for the jet-finder. 

Even using the above approac,h, the CPU-time required to generate sufficient numbers 
of tagged fake Higgs events is unreasonable, so the following approach was used. Start by 
simulating the central detection of the fake Higgs, and run enough events to get good statistics 
on these cross-sections. Then, rerun the program generating central W + 1jet events with 
the same mass distribution as the fake Higgs events, and measure the proportion of these 
which survive a given tagging cut. Finally rescale the number of tagged events to correspond 
to the central detection of Higgs-like events. This is valid only in the approximation where 
the central and tagging regions decouple, ie. if the tagging probability is a function only of 
the mass of the central system, and not its exact structure. This has been checked with 
necessarily loose selection criteria for Higgs events, and a loose tagging cut, and is valid to 
at least 10%. 

A further decision must be made about the definition of the tagging energy: is it the high-
est jet energy in the tagging region, or the total energy of all jets in the tagging region? The 
present study considered both, and found that they give very similar maximum efficiencies. 
The former was used, in the hope that it is slightly less susceptible to pile-up problems. The 
tagging region used was 2 < l11l < 4.5. Fig. 5 shows the energy spectrum of these tagging jets 
for two representative Higgs masses for the signal and some of the important backgrounds. 
The quantity plotted, E1ow, the lower of the two tag energies, is the important quantity for 
optimizing the cut energy, since it corresponds to the cut which will just accept this event. 
The proportion of events passing the cut is shown in Fig. 6, where we see what we had hoped 
for: that the background is reduced by a far larger factor than the signal. Note also that the 

W→ jj

QCD bkgd

ΔRjj
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coherence properties of QCD [11,21] are properly taken into account by the jet
algorithm. Away from the collinear limit, different extrapolations of eq. (3) are
allowed. In choosing an extrapolation, the main constraints we have to keep in
mind are that dkB and dkt have to be increasing functions of the angles and that
their functional dependence is responsible for the detailed form of the factoriza-
tion of structure functions and hard cross section contributions.
In ref. [12]we introduced the following definition of the jet resolution variables:

dkB=2E~(1—dos 0kB)’ dk!=2min(E~, E1)(1 —cos Ok!). (5)

This definition was motivated by a desire to use exactly the same type of variables
as those presently used in the k ~-algorithm for e + e -annihilation. We still
recommend the definition (5) for jets in DIS (where the k ~-algorithm should be
implemented in the Breit frame [12]). For the case of hadron—hadron collisions,
however, we suggest an alternative form in order to improve factorization proper-
ties, using kinematic variables closer to those used by cone algorithms and in
experimental practice at hadron colliders.
The basic observation is that in the small-angle limit one has

E,~0~BE~sin20k = P~k,

E~0~f_~E~[(0k_0~)2+(~k_~l)2sin20k} Ptk[(~1k _~~)2~ (~k _~i)2], (6)

where (Pik, 6k ~k) are the cylindrical coordinates of the momentum Pk with
respect to the incoming hadron momentum p, and Tik = —In tan(Ok/2) is the
corresponding pseudorapidity. Note that we are treating final-state hadrons as
massless particles so that transverse momentum and transverse energy are equiva-
lent, as are rapidity and pseudorapidity, at the hadronic level. Thus, comparing
eqs. (6) and (3), we see that the resolution variables dkfl and dk, admit a
longitudinal-boost-invariant extrapolation to large angles in the form

d — 2 .j — ( 2 2\D2
kB — Ptk’ “ki — m1n~p,k,Pt!) ki’

where the generalized radius R~
1is given by

R~i=f(7lk—Tl/,t/3kçb1), (8)

f being any monotonic function with the small-angle behaviour
2 2

~

forli~k—i~,I,Icbk—cb/I-+0. (9)

196 S. Catani et a!. / k ~-clustering algorithms

The simplest definition of the generalized radius Rk! which makes the k 1~
algorithm invariant under longitudinal boosts is

R~1= (~7k— )2 + (~k— ~i)2. (10)

This definition corresponds exactly to that used by cone algorithms and it is very
simple to implement experimentally.
The alternative definition

R~1= 2[cosh(rj~ — ~) — cos(~— ‘~i)] (11)

may instead look more attractive from a theoretical point of view because multi-
parton QCD matrix elements are built up by eikonal factors of the type

Pk ~P!
(Pk ~ ~

— cosh(tlk — m) — cos(4k —

— p~[cosh(~k—~!)—cos(~k—~l)][cosh(~l—~!)—cos(~,—~~)1. (12)

3.3. RECOMBINATION SCHEMES

Introducing longitudinal-boost-invariant resolution variables is not enough to
guarantee the same property for the full clustering procedure: the recombination
scheme has to be considered as well.
For historical reasons several different recombination prescriptions have been

introduced for clustering algorithms in eke-annihilation [3,231.They differ among
themselves in the way in which the resolution variables are defined for pseudopar-
tides, i.e. after two particles have been merged into a single cluster. The point is
that it was noticed in the original JADE algorithm (in which the invariant mass is
used as resolution variable) that the jet properties and in particular the size of
hadronization corrections were strongly affected by the recombination procedure.
In the case of the k ~ for e ± e -collisions that is no longer true and
hence the simplest recombination prescription (called the E-scheme) is used at
present. It amounts to computing the resolution variable for a pseudoparticle
(p,, p3) as if it were a particle with four-momentum P(ij) =p~+p~.
Coming back to the k -algorithm for hadron—hadron collisions, we can there-

fore adopt the same E-recombination scheme. However, it is worth considering
other recombination prescriptions. In fact, as discussed in the previous subsection,
there are alternative and equally good (i.e. longitudinal-boost-invariant) definitions
of k ~ -type resolution variables and in that respect there is no reason to think of
the E-scheme as the most “natural”. Moreover, some recombination prescriptions
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Fig. 2. A hadronic W decay, as seen at calorimeter level, a without, 
and b with, particles from the underlying event. Box sizes are 
logarithmic in the cell energy, lines show the borders of the sub-jets 
for infinitely soft emission according to the cluster (solid) and cone 
(dashed) algorithms 

cluster algorithm should improve the collection of the jet 
energy into sub-jets, while the smaller radius should re- 
duce the amount of uncorrelated energy from the underly- 
ing event that we include. A natural way to continue the 
event shape approach is to make the radius R propor- 
tional to the separation of the two sub-jets. This is also 
a natural way to analyse sub-jets in the angular-ordered 
parton cascade picture, since emission at angles larger 
than their opening angle corresponds to coherent emis- 
sion by the pair, while emission at angles smaller than it 

corresponds to emission by a sub-jet. Thus only the latter 
is attributed to the sub-jet structure of the jet. For  the 
decay of a colourless particle, which we are interested in, 
this has even more advantages since the total colour 
charge of the jet is zero. Thus emission at angles larger 
than the sub-jet opening angle is strongly suppressed, so 
predominantly comes from the underlying event, as seen 
in the event of Fig. 2. 

To implement this idea, we first reconstruct events 
using the standard cluster algorithm with R =  1, and 
measure the interjet separation, Rjj. Then we recluster 
only those particles that ended up in the hardest jet, using 
a radius R=aRjj, and the inclusive reconstruction 
method. We assume that the hardest two inclusive jets 
correspond to the sub-jets measured in the first stage, but 
there are non-leading regions of phase-space where this is 
not the case (ie. emission that is neither soft nor collinear). 
A more complete analysis would check whether the two 
definitions roughly agree about the sub-jet momenta and 
reject events in which they do not, since any determination 
of the W momentum is unlikely to be accurate in those 
events. However, the fraction of events in which this is 
the case is sufficiently small that we do not consider 
it essential. Finally, we apply the W mass constraint 
and reconstruct the Higgs mass just as in the standard 
algorithm. 

We have optimized the a value with respect to the 
width of the reconstructed Higgs mass distribution. The 
width has a broad minimum at c~=0.6, and this is the 
value we adopt. We find that the tail of badly mis- 
measured events is slightly larger than in the standard 
algorithm because of the non-soft non-collinear config- 
urations, but that the central peak is much better re- 
constructed. The W and Higgs mass distributions have 
central values and widths of 79.3 _+ 3.6 GeV and 
600.7 _+ 2.3 GeV respectively. 

We have also tried using a fixed R parameter and find 
that it is optimized for R = 0.4. It is interesting to note that 
according to the correspondence between the algorithms 
given in [8], R . . . .  ~0.7Rc]us, this corresponds to a radius 
in the cone algorithm of R = 0.28, in agreement with the 
value of 0.25 optimized in our earlier studies [9, 13]. It is 
slightly worse than the event shape version for the 
W mass, and slightly better for the Higgs mass, giving 
78.7 _+ 3.8 GeV and 600.4 +_ 2.3 GeV respectively. 

The need for radius parameters of less than the natural 
scale for jet physics can be traced to the non-invariance of 
the algorithms under transverse Lorentz boosts. The natu- 
ral radius with which to reconstruct the hadronic W decay 
in its own rest-frame should be around the same as for jet 
physics, Rclus~ 1, but when the system is boosted to the 
laboratory frame, this radius shrinks by a factor ~pJmw, 
which on average is n/8 mH/mw"~ 3. This corresponds to 
a fixed radius R~lus~0.35, in rough agreement with the 
optimized value. This suggests an alternative event shape 
approach, where the radius is given by R=flmw/P,w. 
Averaging over relative orientations of the Higgs and 
W decays, this is the same as the first event shape ap- 
proach, but it is possible that the fluctuations around the 
average are smaller. We have optimized fl, and find 
fl = 1.4, giving 79.2 _+ 3.9 GeV and 600.6 _ 2.4 GeV respec- 
tively, in agreement with the other two methods. 

“Then we recluster only those particles that ended up in the hardest jet, using a radius R=αRjj,”

“As a simple example (in fact the only way in 
which we use sub-jets in this paper), one could 
cluster the event until there is exactly one jet 
remaining-this is then the hardest  jet. Then one 
could recluster only those particles that ended 
up in the hardest jet until there are exactly two 
jets-these are then the sub-jets corresponding to the 
hardest emission within the hardest jet.”
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Abstract: We investigate modifications to the k⊥-clustering jet algorithm which pre-

serve the advantages of the original Durham algorithm while reducing non-perturbative
corrections and providing better resolution of jet substructure. We find that a simple

change in the sequence of clustering (combining smaller-angle pairs first), together with
the ‘freezing’ of soft resolved jets, has beneficial effects.
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Dispelling the N3 myth for the kt jet-finder

Matteo Cacciari and Gavin P. Salam

LPTHE, Universities of Paris VI and VII and CNRS,

Abstract

At high-energy colliders, jets of hadrons are the observable counterparts of the
perturbative concepts of quarks and gluons. Good procedures for identifying jets
are central to experimental analyses and comparisons with theory. The kt family of
successive recombination jet finders has been widely advocated because of its con-
ceptual simplicity and flexibility and its unique ability to approximately reconstruct
the partonic branching sequence in an event. Until now however, it had been be-
lieved that for an ensemble of N particles the algorithmic complexity of the kt jet
finder scaled as N3, a severe issue in the high multiplicity environments of LHC
and heavy-ion colliders. We here show that the computationally complex part of
kt jet-clustering can be reduced to two-dimensional nearest neighbour location for a
dynamic set of points. Borrowing techniques developed for this extensively studied
problem in computational geometry, kt jet-finding can then be performed in N ln N
time. Code based on these ideas is found to run faster than all other jet finders in
current use.

1 Introduction

Partons (quarks and gluons), are the concepts that are central to discussions of the QCD
aspects of high-energy collisions such as those at the Fermilab Tevatron and the future
Large Hadron Collider (LHC) at CERN. Quarks and gluons, however, are not observable,
and in their place one sees jets, collimated bunches of high-energy hadrons which are the
result of the fragmentation and hadronisation of the original hard (high-energy) partons.
Today’s limited understanding of non-perturbative QCD is such that it is not currently
possible to predict the exact patterns of hadrons produced. Instead one makes predictions
in terms of quarks and gluons and relates these to observations in terms of hadron jets.
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Figure 3: The running times of various jet-finders versus the number of initial particles. JetClu
is a widely-used cone-type jet-finder, however it is ‘almost infrared unsafe’, i.e. perturbative
predictions have large logarithmic dependence on small parameters (e.g. seed threshold) [29,30].
MidPoint [29] is an infrared safe cone-type jet finder. For both we use code and parameters from
CDF [31]. The Optimal Jet Finder [9] (OJF) has been run with Ωcut = 0.15 and a maximum of
8 jets, so as to produce a final state similar to that returned by the kt and cone jet-finders and
to limit its run time.

with the required large number of ghost particles without a fast code.

Preliminary studies have shown that with simple assumptions about the uniformity of
the underlying event and pileup, one can readily determine its size and subtract it from the
hard jets, leading to good determinations of kinematical quantities (e.g. invariant masses)
in high-luminosity pp collisions, or of single inclusive jet distributions in Pb-Pb collisions
at the LHC. Full results will be shown in [32].

Two more observations are worth making before closing this section. They will both
be discussed in more detail in [32].

The first is that it can also be interesting to examine alternative definitions of jet
areas. One option is to make use of the areas of the Voronoi cells of all the real particles
belonging to a given jet. This definition avoids the need to cluster thousands of ghost
particles together with the real ones. It instead rests on the geometrical properties of the
event, and on the computational geometry component of the FastJet implementation.

The second observation is that there exist clustering-type jet-finders other than the kt

jet-finder that share a large fraction of its features (including, of course, infrared safety),
and the possibility of a fast implementation. One such example is the “Cambridge” jet-
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Abstract: One of the major challenges for the LHC will be to extract precise information from
hadronic final states in the presence of the large number of additional soft pp collisions, pileup,
that occur simultaneously with any hard interaction in high luminosity runs. We propose a novel
technique, based on jet areas, that provides jet-by-jet corrections for pileup and underlying-event
effects. It is data driven, does not depend on Monte Carlo modelling and can be used with any jet
algorithm for which a jet area can be sensibly defined. We illustrate its effectiveness for some key
processes and find that it can be applied also in the context of the Tevatron, low-luminosity LHC
and LHC heavy-ion collisions.

1 Introduction

The Large Hadron Collider (LHC) will collide protons with an unprecedented instantaneous lumi-
nosity of up to 1034 cm−2 s−1 and a bunch spacing of 25 ns. While this high luminosity is essential
for many searches of rare new physics processes at high energy scales, it also complicates analyses,
because at each bunch crossing there will be of the order of 20 minimum bias pp interactions, which
pollute any interesting hard events with many soft particles. The beams at LHC will have a lon-
gitudinal spread, and it may be possible experimentally to associate each charged particle with a
distinct primary vertex that corresponds to a single pp interaction and so eliminate some fraction
of the soft contamination. However, for neutral particles this is not possible, and most jet measure-
ments are in any case expected to be carried out with calorimeters, which do not have the angular
resolution needed to reconstruct the original primary vertex. Therefore kinematic measurements for
jets will be adversely affected by pileup (PU), with resolution and absolute energy measurements
suffering significantly.

Both the Tevatron and LHC experiments have examined the question of pileup. Some ap-
proaches are based on average correction procedures, for example the requirement that final mea-
sured distributions should be independent of luminosity [1], or a correction to each jet given by
some constant times the number of primary interaction vertices (minus one) [2]. These approaches
have the advantage of being simple, but their averaged nature limits the extent to which they can
restore resolution lost through pileup. Other approaches involve event-dependent corrections that
are applied to calorimeter towers either before or during the clustering [3, 4]. While these can give
better restoration of resolution than average-based methods, they are tightly linked to the specific
experimental setup (for example calorimeter cell-size), and require ad-hoc transverse-momentum
thresholds to distinguish pileup from hard jets. Additionally they are sometimes tied to specific
(legacy) jet algorithms, and may not always be readily applied to the more modern jet algorithms
that are increasingly being adopted in the hadron-collider communities.
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Abstract

The area of a jet is a measure of its susceptibility to radiation, like pileup or underlying
event (UE), that on average, in the jet’s neighbourhood, is uniform in rapidity and azimuth.
In this article we establish a theoretical grounding for the discussion of jet areas, introducing
two main definitions, passive and active areas, which respectively characterise the sensitivity to
pointlike or diffuse pileup and UE radiation. We investigate the properties of jet areas for three
standard jet algorithms, kt, Cambridge/Aachen and SISCone. Passive areas for single-particle
jets are equal to the naive geometrical expectation πR2, but acquire an anomalous dimension
at higher orders in the coupling, calculated here at leading order. The more physically relevant
active areas differ from πR2 even for single-particle jets, substantially so in the case of the cone
algorithms like SISCone with a Tevatron Run-II split–merge procedure. We compare our results
with direct measures of areas in parton-shower Monte Carlo simulations and find good agreement
with the main features of the analytical predictions. We furthermore justify the use of jet areas
to subtract the contamination from pileup.
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1 Introduction

The Large Hadron Collider (LHC) will collide protons with an unprecedented instantaneous lumi-
nosity of up to 1034 cm−2 s−1 and a bunch spacing of 25 ns. While this high luminosity is essential
for many searches of rare new physics processes at high energy scales, it also complicates analyses,
because at each bunch crossing there will be of the order of 20 minimum bias pp interactions, which
pollute any interesting hard events with many soft particles. The beams at LHC will have a lon-
gitudinal spread, and it may be possible experimentally to associate each charged particle with a
distinct primary vertex that corresponds to a single pp interaction and so eliminate some fraction
of the soft contamination. However, for neutral particles this is not possible, and most jet measure-
ments are in any case expected to be carried out with calorimeters, which do not have the angular
resolution needed to reconstruct the original primary vertex. Therefore kinematic measurements for
jets will be adversely affected by pileup (PU), with resolution and absolute energy measurements
suffering significantly.

Both the Tevatron and LHC experiments have examined the question of pileup. Some ap-
proaches are based on average correction procedures, for example the requirement that final mea-
sured distributions should be independent of luminosity [1], or a correction to each jet given by
some constant times the number of primary interaction vertices (minus one) [2]. These approaches
have the advantage of being simple, but their averaged nature limits the extent to which they can
restore resolution lost through pileup. Other approaches involve event-dependent corrections that
are applied to calorimeter towers either before or during the clustering [3, 4]. While these can give
better restoration of resolution than average-based methods, they are tightly linked to the specific
experimental setup (for example calorimeter cell-size), and require ad-hoc transverse-momentum
thresholds to distinguish pileup from hard jets. Additionally they are sometimes tied to specific
(legacy) jet algorithms, and may not always be readily applied to the more modern jet algorithms
that are increasingly being adopted in the hadron-collider communities.

1



�12

ar
X

iv
:0

70
4.

02
92

v2
  [

he
p-

ph
]  

4 
A

pr
 2

00
7

A practical Seedless Infrared-Safe Cone jet algorithm

Gavin P. Salam and Grégory Soyez∗†

LPTHE,
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Abstract

Current cone jet algorithms, widely used at hadron colliders, take event particles
as seeds in an iterative search for stable cones. A longstanding infrared (IR) unsafety
issue in such algorithms is often assumed to be solvable by adding extra ‘midpoint’
seeds, but actually is just postponed to one order higher in the coupling. A proper
solution is to switch to an exact seedless cone algorithm, one that provably identifies
all stable cones. The only existing approach takes N2N time to find jets among
N particles, making it unusable at hadron level. This can be reduced to N2 ln N
time, leading to code (SISCone) whose speed is similar to that of public midpoint
implementations. Monte Carlo tests provide a strong cross-check of an analytical
proof of the IR safety of the new algorithm, and the absence of any ‘Rsep’ issue
implies a good practical correspondence between parton and hadron levels. Relative
to a midpoint cone, the use of an IR safe seedless algorithm leads to modest changes
for inclusive jet spectra, mostly through reduced sensitivity to the underlying event,
and significant changes for some multi-jet observables.

SISCone, the C++ implementation of the algorithm, is available at
http://projects.hepforge.org/siscone/ (standalone),
http://www.lpthe.jussieu.fr/∼salam/fastjet/ (FastJet plugin).
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Algorithm 3 The disambiguated, scalar p̃t based formulation of a Tevatron Run-II type
split–merge procedure [6], with overlap threshold parameter f and transverse momentum
threshold pt,min. To ensure boost invariance and IR safety, for the ordering variable and the
overlap measure, it uses of p̃t,jet =

∑

i∈jet |pt,i|, i.e. a scalar sum of the particle transverse
momenta (as in a ‘pt’ recombination scheme).
1: repeat
2: Remove all protojets with pt < pt,min.
3: Identify the protojet (i) with the highest p̃t.
4: Among the remaining protojets identify the one (j) with highest p̃t that shares

particles (overlaps) with i.
5: if there is such an overlapping jet then
6: Determine the total p̃t,shared =

∑

k∈i&j |pt,k| of the particles shared between i and j.
7: if p̃t,shared < fp̃t,j then
8: Each particle that is shared between the two protojets is assigned to the one to

whose axis it is closest. The protojet momenta are then recalculated.
9: else

10: Merge the two protojets into a single new protojet (added to the list of protojets,
while the two original ones are removed).

11: end if
12: If steps 3–3 produced a protojet that coincides with an existing one, maintain the

new protojet as distinct from the existing copy(ies).
13: else
14: Add i to the list of final jets, and remove it from the list of protojets.
15: end if
16: until no protojets are left.

3. After steps 3–3, the same protojet may appear more than once in the list of protojets.
For example a protojet may come once from a single original stable cone, and a second
time from the splitting of another original stable cone. The original statement of the
split–merge procedure [6] did not address this issue, and there is a resulting ambiguity
in how to proceed. One option (as is done for example in the seedless cone code of
[19]) is to retain only a single copy of any such identical protojets. This however
introduces a new source of infrared unsafety: an added soft particle might appear in
one copy of the protojet and not the other and the two protojets would then no longer
be identical and would not be reduced to a single protojet. This could (and does
occasionally, as evidenced in section 5.1) alter the subsequent split–merge sequence.
If one instead maintains multiple identical protojets as distinct entities (as is done in
the codes of [13, 18]), then the addition of a soft particle does not alter the number
of hard protojet entries in the protojet list and the split–merge part of the algorithm
remains infrared safe. We therefore choose this second option, and make it explicit
as step 3 of algorithm 3.

The split–merge procedure is guaranteed to terminate because the number of overlapping

15

Algorithm 2 Procedure for establishing the list of all stable cones (protojets). For sim-
plicity, parts related to the special case of multiple cocircular points (see footnote 7) are
not shown. They are a straightforward generalisation of steps 2 to 2.
1: For any group of collinear particles, merge them into a single particle.
2: for particle i = 1 . . . N do
3: Find all particles j within a distance 2R of i. If there are no such particles, i forms

a stable cone of its own.
4: Otherwise for each j identify the two circles for which i and j lie on the circumference.

For each circle, compute the angle of its centre C relative to i, ζ = arctan ∆φiC

∆yiC
.

5: Sort the circles found in steps 2 and 2 into increasing angle ζ .
6: Take the first circle in this order, and call it the current circle. Calculate the total

momentum and checkxor for the cones that it defines. Consider all 4 permutations
of edge points being included or excluded. Call these the “current cones”.

7: repeat
8: for each of the 4 current cones do
9: If this cone has not yet been found, add it to the list of distinct cones.

10: If this cone has not yet been labelled as unstable, establish if the in/out status
of the edge particles (with respect to the cone momentum axis) is the same as
when defining the cone; if it is not, label the cone as unstable.

11: end for
12: Move to the next circle in order. It differs from the previous one either by a

particle entering the circle, or one leaving the circle. Calculate the momentum for
the new circle and corresponding new current cones by adding (or removing) the
momentum of the particle that has entered (left); the checkxor can be updated by
XORing with the label of that particle.

13: until all circles considered.
14: end for
15: for each of the cones not labelled as unstable do
16: Explicitly check its stability, and if it is stable, add it to the list of stable cones

(protojets).
17: end for

12

in recent work on speeding up the kt jet-algorithm [20], the key insights will be obtained
by considering the geometrical aspects of the problem. Section 4.3 will discuss aspects of
the split–merge procedure.

In section 5 we will study a range of physics and practical properties of the seedless
algorithm. Given that the split–merge stage is complex and so yet another potential source
of infrared unsafety, we will use Monte Carlo techniques to provide independent evidence
for the safety of the algorithm, supplementing a proof given in appendix B. We will
examine the speed of our coding of the algorithm and see that it is as fast as publicly
available midpoint codes. We will also study the question of the relation between the low-
order perturbative characteristics of the algorithm, and its all-order behaviour, notably
as concerns the ‘Rsep’ issue [21, 1]. Finally we highlight physics contexts where we see
similarities and differences between our seedless algorithm and the midpoint algorithm.
For inclusive quantities, such as the inclusive jet spectrum, perturbative differences are of
the order of a few percent, increasing to 10% at hadron level owing to reduced sensitivity to
the underlying event in the seedless algorithm. For exclusive quantities we see differences
of the order of 10 − 50%, for example for mass spectra in multi-jet events.

2 Overview of the cone jet-finding algorithm

Algorithm 1 A full specification of a modern cone algorithm, governed by four param-
eters: the cone radius R, the overlap parameter f , the number of passes Npass and a
minimum transverse momentum in the split–merge step, pt,min. Throughout, particles are
to be combined by summing their 4-momenta and distances are to be calculated using the
longitudinally invariant ∆y and ∆φ distance measures (where y is the rapidity).
1: Put the set of current particles equal to the set of all particles in the event.
2: repeat
3: Find all stable cones of radius R (see Eq. (1)) for the current set of particles, e.g.

using algorithm 2, section 4.2.2.
4: For each stable cone, create a protojet from the current particles contained in the

cone, and add it to the list of protojets.
5: Remove all particles that are in stable cones from the list of current particles.
6: until No new stable cones are found, or one has gone around the loop Npass times.
7: Run a Tevatron Run-II type split–merge procedure [6], algorithm 3 (section 4.3), on

the full list of protojets, with overlap parameter f and transverse momentum threshold
pt,min.

Before entering into technical considerations, we outline the structure of a modern cone
jet definition as algorithm 1, largely based on the Tevatron Run-II specification [6]. It is
governed by four parameters. The cone radius R and overlap parameter f are standard
and appeared in previous cone algorithms. The Npass variable is new and embodies the
suggestion in [1] that one should rerun the stable cone search to eliminate dark towers [21],

5

algorithm part 1 part 2 part3
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Abstract: The kt and Cambridge/Aachen inclusive jet finding algorithms for hadron-hadron col-
lisions can be seen as belonging to a broader class of sequential recombination jet algorithms,
parametrised by the power of the energy scale in the distance measure. We examine some prop-
erties of a new member of this class, for which the power is negative. This “anti-kt” algorithm
essentially behaves like an idealised cone algorithm, in that jets with only soft fragmentation are
conical, active and passive areas are equal, the area anomalous dimensions are zero, the non-global
logarithms are those of a rigid boundary and the Milan factor is universal. None of these properties
hold for existing sequential recombination algorithms, nor for cone algorithms with split–merge
steps, such as SISCone. They are however the identifying characteristics of the collinear unsafe
plain “iterative cone” algorithm, for which the anti-kt algorithm provides a natural, fast, infrared
and collinear safe replacement.

1 Introduction and definition

Jet clustering algorithms are among the main tools for analysing data from hadronic collisions.
Their widespread use at the Tevatron and the prospect of unprecedented final-state complexity
at the upcoming Large Hadron Collider (LHC) have stimulated considerable debate concerning
the merits of different kinds of jet algorithm. Part of the discussion has centred on the relative
advantages of sequential recombination (kt [1] and Cambridge/Aachen [2]) and cone (e.g. [3]) jet
algorithms, with an issue of particular interest being that of the regularity of the boundaries of the
resulting jets. This is related to the question of their sensitivity to non-perturbative effects like
hadronisation and underlying event contamination and arises also in the context of experimental
calibration.

Recently [4], tools have been developed that allow one, for the first time, to support the debate
with analytical calculations of the contrasting properties of boundaries of jets within different
algorithms. One of the main results of that work is that all known infrared and collinear (IRC)
safe algorithms have the property that soft radiation can provoke irregularities in the boundaries of
the final jets. This is the case even for SISCone [5], an IRC-safe jet algorithm based on the search
for stable cones, together with a split–merge step that disentangles overlapping stable cones. One
might describe current IRC-safe algorithms in general as having a ‘soft-adaptable’ boundary.
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Abstract

Most sparticle decay cascades envisaged at the Large Hadron Collider (LHC)
involve hadronic decays of intermediate particles. We use state-of-the art
techniques based on the K⊥ jet algorithm to reconstruct the resulting
hadronic final states for simulated LHC events in a number of benchmark
supersymmetric scenarios. In particular, we show that a general method of
selecting preferentially boosted massive particles such as W±, Z0 or Higgs
bosons decaying to jets, using sub-jets found by the K⊥ algorithm, sup-
presses QCD backgrounds and thereby enhances the observability of signals
that would otherwise be indistinct. Consequently, measurements of the su-
persymmetric mass spectrum at the per-cent level can be obtained from
cascades including the hadronic decays of such massive intermediate bosons.
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Figure 4: Invariant mass distributions for SUSY benchmark scenario α: combina-
tions of jets and W± candidates (a) with and (b) without the cut on the separation
scale, (c) the ℓq invariant mass distribution resulting from W± → ℓ±ν decays, com-
binations of jets and Z0 bosons decaying (d) hadronically and (e) leptonically, and
(f) combinations of jets and h bosons. Signal - blue, solid lines; SUSY background
- red, dashed lines; SM background - green, dotted lines.
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mass of hadronic boosted W + another quark  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Why and where Jet 

Substructure Techniques work 

at the LHC


Jon Butterworth


10/7/09  1 JMB, Boost 2009 Stanford 

Higgs + (W or Z)


•  Example: ATLAS Physics TDR 
(1999)

– Poor acceptance


– Cuts introduce artificial mass 
scale into the background


–  Top anti-top has a similar mass 
scale


–  Large combinatorial background


•  Signal swamped by 
backgrounds

–  “very difficult … even under the 

most optimistic assumptions”


10/7/09  21 JMB, Boost 2009 Stanford 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Background 

Signal 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background 

Sub-jet analysis

1.  Start with Higgs candidate jet (highest  pT jet in acceptance) with mass m)


2.  Undo last stage of clustering (reduce radius to R12)

J  J1, J2


3.  If max(m1,m2) < 2m/3


Call this a “mass drop”. This fixes the optimal radius for reconstructing the  Higgs 
decay. Keep the jet J and call it the Higgs candidate.


Else, go back to 2


4.  Require Y12 > 0.09


Dimensionless rejection of asymmetric QCD splitting


Else reject the event 


5.  Require J1, J2 to each contain a b-tag


Else reject the event


10/7/09  24 JMB, Boost 2009 Stanford 

b Rbb
Rfilt

Rbbg

b

R

mass drop filter

 Combined particle-level result


10/7/09  33 JMB, Boost 2009 Stanford 

•  Note excellent Z peak for 
calibration


•  5.9 σ; potentially very 
competitive


•  bb branching information 

critical for extracting 
Higgs properties

•  “Measuring the Higgs 

sector” Lafaye, Plehn, 
Rauch, D.Zerwas, 

Duhrssen, arXiv:0904.3866 
[hep-ph] 


•  Studies within ATLAS are 

promising and nearly public.
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Looking for New (BSM) Physics at the LHC 
with Single Jets: PRUNING 

Giving New Physics a Boost - 2009 
SLAC  7/09/09

The LHC will be both very exciting and very challenging –

• most of the data will be about hadrons (jets)

• many interesting objects (W’s, Z’s, tops, SUSY particles) will be 
boosted enough to appear in single jet

• must be able to ID/reconstruct these jets to find the BSM physcs

Big Picture:

Steve Ellis, Jon Walsh and Chris Vermilion 
0903.5081
0907.XXXX

- go to tinyurl.com/jetpruning

Pruning :
Procedure:

! Start with the objects (e.g. towers) forming a jet found with a 
recombination algorithm

! Rerun the algorithm, but at each recombination test whether:
• z < zcut and ∆Rij > Dcut

• mJ/PT,J is IR safe measure
of opening angle of found jet

! If true (a soft, large angle recombination), prune the softer 
branch by NOT doing the recombination and discarding the 
softer branch

! Proceed with the algorithm

⇒ The resulting jet is the pruned jet

CA: zcut = 0.1 and Dcut = mJ/PT,J

kT: zcut = 0.15 and Dcut = mJ/PT,J

17
Boost 2009  SLAC     S.D. Ellis    7/09/09

Defining Reconstructed Tops – Search Mode
! A jet reconstructing a top will have a mass within the top mass window, and a 

primary subjet mass within the W mass window - call these jets top jets

! Defining the top, W mass windows:
• Fit the observed jet mass and subjet mass distributions with (asymmetric) 

Breit-Wigner plus continuum → widths of the peaks

• The top and W windows are defined separately for pruned and not pruned -
test whether pruning is narrowing the mass distribution

pruned
unprunedsample

mass fit

19Boost 2009  SLAC     S.D. Ellis    7/09/09

Boost '09
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Matthew Schwartz
Harvard University

TOP TAGGING

KK GLUON

σ x BR=10 pb

100 pb-1

Before top-tagging

KK GLUON

σ =10 pb

100 pb-1

After top-tagging

SUBJET DECOMPOSITION
1. Find fat jets first

• We use geometric Cambridge-Aachen algorithm
• Fat jet size R= 0.4-0.8

2.   Reverse clustering steps
• Clean out soft radiation

• Clean out collinear radiation

• Tops should have a 3 (or 4) subjets

Fat jet size R=0.4-0.8
Varies with jet pT

boost '09
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Figure 3: Left: Cartoon of an event in which quarks in a simple confined dark sector are
produced through an off-shell A′. The quarks shower and hadronize into mesons, which
decay into Standard Model particles. Final states frequently contain many leptons, but can
also include hadrons and long-lived dark states that escape the detector unobserved. Right:
Phase space structure of different kinds of events. An off-shell A′ produces jet-like structure
if ΛD ≪

√
s (top), and approximately spherical final states if ΛD !

√
s (middle). In A′/γ

radiative return production, the dark-sector final state recoils against a hard photon.

states that can only decay to Standard Model final states. Gauge boson decays are suppressed
by two powers of the mixing parameter ϵ, and can be prompt or displaced. Higgs decays can
be suppressed by ϵ4, depending on kinematics, in which case they leave the detectors before
decaying to visible matter. Typical events in a Higgsed dark sector can produce between
4 and 12 Standard Model particles, with leptons being a significant fraction and easiest to
observe. Caricatures of these events, with and without a recoiling photon, are shown in
Figure 2. The decay phenomenology is similar in hadron colliders [22], and the pure Higgsed
Abelian case for B-factories has been discussed in [16], though the dominant production
modes and kinematics considered here are quite different.

If the non-Abelian factor of GD is confined, then the physical picture is very similar to
the hidden valley models discussed in [18, 19, 20]. U(1)D mixing mediates production of a
light quark-antiquark pair in the dark sector. These states shower and hadronize, producing
few dark-sector mesons with a roughly spherical distribution if the ratio

√
s/ΛD is O(1),

and collimated jets if this ratio is large. Unlike the Higgsed scenario, the multiplicity of
mesons in a typical final state is determined by the ratio of the production energy to ΛD,
not by spectroscopy. Different scenarios are caricatured in Figure 3. These sectors contain
light mesons that can only decay to Standard Model final states. A single event can contain
a combination of prompt and displaced decays, and states that escape the detector. In

8

p p

New Strong Sectors

Light mesons

Lepton Jets

High multiplicity final states

Wacker [& Yavin]

Lepton Jet Evolution
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SUSY Production
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Objectives
Aim (from opening) Status (my view)
Bring together theorists and experimentalists 
to study physics behind boosted signatures, 
how to detect them and which tools to use

Accomplished -

Better understanding of what measurements 
need to be made this year and their efficient 
feedback to theorists

Tevatron measurements coming in! -
Towards LHC, a lot of good ideas 
exchanged, discussion of 
measurements/observables, but no 
concrete recipe for immediate follow-up 
made. Need a bit “more” and  “publicly 
available” LHC data.

Common tools/standards to increase 
efficiency in comparing various algorithms in 
the market to better evaluate their 
effectiveness

Initiated and aimed to be part of write-
up (Hadronic WG). -

Better understanding of how well experiments 
can utilize and calibrate such tools given their 
specific detectors

Work is progressing and getting there.

Muge Karagoz: closing

Boost '10



systematic exploration of BSM model space

�22

Boost '10

Summary

Boosted final states unify a class of
otherwise disparate signatures

Broadly grouped into leptonic and hadronic
final states

Signatures & Searches are rapidly advancing!

Jay Wacker: intro
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Jet substructure review (p. 25)

Outlook Conclusions/Outlook

The subject has seen a high level of activity in the past two years.

Boosted objects will undoubtedly be part of the scene for LHC searches.
Anytime you do a search you should keep an eye on substructure

Open questions?

! Mostly, so far, developments have been based on a mixture of inspiration
and trial+error. Can we give our methods a more quantitative
foundation? Will this be of concrete benefit?

E.g. flat backgrounds of χ0 search in Butterworth et al. ’09

! There’s still wok to be done in comparing tools (quoted numbers not
always comparable) Public code for all tools would help

! Coming year offers much promise for first studies with early data. Studies
need to be formulated so that data tells us both about efficiencies and
fake rates.

Jet substructure review (p. 3)

Introduction Different facets

Boosted decays
1 →

2 (H/W/Z)
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3 (top)
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Template Overlap Method
♦Any region of partonic phase space for the 

boosted decays, {f}, defines a template

♦Define “template overlap” as the maximum 

functional overlap of j to a state f[j]:

♦Can match arbitrary final states j to partonic 

partners f[j] at any given order in PQCD.

♦Ansatz: good (if not best) rejection power using 

signal distribution for templates

27
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jets and degrade event reconstruction. Here we introduce a procedure, jet trimming, de-

signed to mitigate these sources of contamination in jets initiated by light partons. This

procedure is complimentary to existing methods developed for boosted heavy particles.

We find that jet trimming can achieve significant improvements in event reconstruction,

especially at high energy/luminosity hadron colliders like the LHC.
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Grooming Procedure

✤ To improve our mass resolution we apply jet 
trimming to our fat jets

✤ Although reconstructing boosted heavy 
particles was not the original goal of Jet 
Trimming, we find it can be quite effective.

✤ In limited testing can be competitive with 
filtering/pruning (see Soper and 
Spannowsky).

• Jet Trimming, DK, J. Thaler, L. Wang, [arXiv:0912.1342] JHEP 1002 (2010) 084

• Combining subjet algorithms to enhance ZH detection at the LHC, D. E. Soper, M. Spannowsky, [arXiv:1005.0417]
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Figure 7: Dijet resonance reconstruction with and without trimming using the anti-kT /VR and
anti-kT /VR (f , H) algorithms. The algorithm parameters are those that optimize the � measure
of Eq. (4.3), as listed in Table 2. The upper curves are fitted to the sum of S(m) and B(m) from
Eqs. (4.1) and (4.2), while the lower curves display the contribution of B(m).

trimmed using an Ncut to those using an fcut. Now, the more parameter choices one

optimizes in an algorithm the more that algorithm stands to gain from arbitrary statistical

fluctuations. To guard against this and ensure that the first comparison above is fair, we

fully optimize the anti-kT (N) algorithm, using the resulting best choices of Rsub and R0 as

inputs to our optimization of anti-kT (f), for which we only optimize a single parameter:

fcut. The result is a fair comparison of untrimmed algorithms to those trimmed with an

fcut, and a comparison of Ncut to fcut trimming where Ncut trimming is given a statistical

advantage.17

Several algorithms and trimming procedures are presented in Table 2. We have in-

cluded untrimmed anti-kT , anti-kT with a cut on the momenta of kT subjets (set relative to

both the jet’s pT and the event’s e⇤ective mass), anti-kT with a fixed number of kT subjets,

and for comparison with previous techniques anti-kT with two C/A subjets of half the seed

jet radius (i.e. the filtering procedure of Ref. [7]). Both trimmed and untrimmed VR jets

are also included. In Fig. 7, we display the reconstructed � mass using both trimmed and

untrimmed anti-kT and VR algorithms.

We see that trimming of any sort is useful in reconstruction. However, the di⇤erence

between trimming techniques is apparent. By using an algorithm with a pT cut determined

as a fraction of the original pT (i.e. the samples whose trimming is parameterized by an

fcut) we are able to see significant gains beyond what is possible using a fixed number of

subjets. This reflects the fact that the structure of the jet from a light parton is not known

a-priori, unlike the jets from boosted heavy particles, so it is advantageous to trim with

a direct subjet pT cut. We further note that at this stage, the di⇤erence between using

H and pT to set ⇥hard makes only a small di⇤erence in reconstruction, reflecting the fact

17For the VR algorithms we will take the anti-kT optimized R0, fcut, and Ncut as inputs (R0 will set

Rmax) and optimize the � parameter.
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Figure 5: Step by step illustration of the jet trimming procedure. Proceeding from left to right,
top to bottom, we show a jet as initially clustered (using anti-kT with R0 = 1.5), the constituent
kT subjets with Rsub = 0.2, the subjets surviving the pTi < fcut · pT cut (where fcut = 0.03), and
the final trimmed jet. To make the figure easier to read, the area of each cell is proportional to the
log of the cell’s pT .

This procedure is illustrated in Figs. 5 and 6. The dimensionless parameter fcut quanti-

fies the expected pT scale hierarchy between FSR and ISR/MI/pileup. In principle, this

procedure could be iterated such that subjets that fail the softness criteria in one seed jet

could be tested for inclusion in a di↵erent seed jet. However, this is only relevant if the

original jets were e↵ectively overlapping, or if the removal of subjets substantially changes

the position of the trimmed jets relative to the original seed jets.

The precise jet definition used in step 1 is largely irrelevant for the jet trimming

procedure. In Sec. 4, we will trim two di↵erent jet algorithms, anti-kT [16] and VR [3],

finding improvements in reconstruction with both.

The jet definition used in step 2, however, is more important as it determines how the

subjets are found. We use the kT algorithm [26, 27] rather than a Cambridge-Aachen [24,

25] or anti-kT algorithm [16], because subjets formed by the kT algorithm tend to better

share the energy between subjets. That is, imagine that the dominant FSR depositions in

– 9 –
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Non-Global Logarithms in Filtered Jet Algorithms

Mathieu Rubin
LPTHE

UPMC Univ. Paris 6
CNRS UMR 7589
Paris 05, France.

Abstract

We analytically and numerically study the effect of perturbative gluons emission on
the “Filtering analysis”, which is part of a subjet analysis procedure proposed two years
ago to possibly identify a low-mass Higgs boson decaying into bb̄ at the LHC. This leads
us to examine the non-global structure of the resulting perturbative series in the leading
single-log large-Nc approximation, including all-orders numerical results, simple analyt-
ical approximations to them and comments on the structure of their series expansion.
We then use these results to semi-analytically optimize the parameters of the Filtering
analysis so as to suppress as much as possible the effect of underlying event and pile-up
on the Higgs mass peak reconstruction while keeping the major part of the perturbative
radiation from the bb̄ dipole.

1 Introduction

In recent years, there has been a growing interest in jets studies in order to identify a boosted
massive particle decaying hadronically, for instance the W boson [1, 2, 3, 4], top quarks
[5, 6, 7, 8], supersymmetric particles [9, 10] and heavy resonances [11, 12, 13] (see also [14]
for related work on general massive jets). Some of these studies revealed themselves to be
successful in looking for a boosted light Higgs boson decaying into bb̄ at the LHC [8, 15, 16, 17].
That of [15, 16] can be briefly summed up as follows: after having clustered the event with
a radius R large enough to catch the b and b̄ from the Higgs decay into a single jet,1 this jet
can be analysed in 2 steps:

• A Mass Drop (MD) analysis that allows one to identify the splitting responsible for the
large jet mass, i.e. separate the b and b̄ and thus measuring the angular distance Rbb

between them, while suppressing as much QCD background as possible.

• A Filtering analysis where one reclusters the 2 resulting subjets with a smaller radius
and takes the 3 highest-pt subjets2 obtained in order to keep the major part of the
perturbative radiation while getting rid of as many underlying event (UE) and pile-up
(PU) particles as possible (used also in [8, 17, 18], and a variant is proposed in [19]).

1The value chosen was R = 1.2.
2The value of 3 was found to work well in [15].

1
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1

where erf(x) is the usual error function:

erf(x) =
2√
π

∫ x

0
e−u2

du . (87)

Notice that the constants cσ, cδρ and cΣ are left unchanged with this convention. However
CUE becomes:

CUE(n, f,NPU) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

2
√
2 erf−1(f) 0.6

√
π
√
n
√

1 + NPU
4 , if the cσ term is dominant,

2
√
2 erf−1(f) 0.8πn

√

1 + NPU
4 , if the cδρ term is dominant,

2
√
2 erf−1(f) 0.26π

√
n
(

1 + NPU
4

)

, if the cΣ term is dominant.

(88)
The bands corresponding to the uncertainties on ηopt that we obtain including these modifi-
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Figure 14: Uncertainty on ηopt when f varies from 0.5 to 0.8, for different values of n as
a function of (a) ptH when NPU = 0 and (b) NPU when ptH = 200 GeV. The results for
f = 0.68 are also plotted as a reference.

cations are presented in figure 14. The uncertainty that we get, ∼ 20−30%, is not larger than
the precision of the whole study of this paper, which limits itself to a large-Nc leading-log
calculation. Notice that the variation with NPU remains small.

One finally observes that ηsat(n, f) is almost independent of f for n = 3. In appendix B,
we will show that it can be approximately written as:

ηsat ≃ e−0.58

(

1 + 0.044

(

f −
1

2

)

+O

(

(

f −
1

2

)2
))

. (89)

Because of the small coefficient of its first order correction, ηsat = e−0.58 is a good approxi-
mation within less than 1% for a large range of f values. But this seems to be a coincidence
with no deep physical reason.

4.5 Hadronisation corrections

It is difficult to calculate what happens during the process of hadronisation, though some
analytical results can be found concerning jet studies for instance [56, 63, 64]. In particular, it
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• There are many features 
in common between 
signal and background 
creatures.

• We need to find the 
differences. (Eg. one of 
these can’t swim.)

• Unfortunately, background creatures come with a 
range of mutations that make them sometimes look 
like a signal creatures.

• Thus we look need a statistical method to tell if there 
are signal creatures.

webbed feet

wingsbill

Boost ‘11

Soper: intro

Signal

Background
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Do I look like a Higgs jet or 
do I look like a gluon jet?

Don’t answer:
To me you just look like 

a fat jet

’’Mirror, mirror on the wall ...’’

5BOOST 2011                Princeton      Michael Spannowsky             05/23/2011                   

Boost ‘11



The first observable to efficiently probe radiation flow
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Jesse Thaler — N-subjettiness 6

Introducing N-subjettiness
“There ... seems to be a rule in physics that the 
longer you let theorists play with an idea, the 

more likely it is that they’ll give it a silly name.”

— Flip Tanedo, USLHC Blog, April 22, 2011

Adapted from “N-jettiness”  (See Iain’s talk)
[Stewart, Tackmann, Waalewijn: 1004.2489]

N-subjettiness:  Degree to which a jet has N subjets!

⌧N ' 0 )  N subjets
⌧N ' 1 ) > N subjets

(You prefer “Voronoi-Tessellated Angularities”?)

Jesse Thaler — N-subjettiness 9

N-subjettiness for Boosted Tops
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Figure 5: A shower history for a background event in which a high pT “any” parton, treated as a
gluon, splits to a b + b̄ pair. The QCD shower splitting of a b-quark is to a b-quark plus a gluon.
The b and b̄ quarks radiate gluons and one of the gluons splits into two “any” partons, treated as
gluons.

that this is a g � g + g splitting. Let the label of the daughter that carries the 3 color of

the mother parton J be A. We draw this daughter parton on the left in our diagrams. Let

the label of the daughter parton that carries the 3 color of parton J be B. We draw this

daughter parton on the right in our diagrams. We track the angle variables of two color

connected partner partons to parton J . Parton k(J)L carries the 3 color that is connected

to the 3 color line of parton J . Parton k(J)R carries the 3 color that is connected to the

3 color line of parton J . The labels k(J)L and k(J)R specify lines in the shower history

diagram, not necessarily final microjets. Given the labels of the color connected partners

to the mother parton J , we assign the color connected partons of the daughter partons.

The two daughter partons are color connected partners of each other and each inherits one

of the color connected partners of the mother. That is

k(A)L = k(J)L, k(A)R = B , (3.1)

and

k(B)L = A, k(B)R = k(J)R . (3.2)

If parton J is a b-quark, then it has a color connected partner k(J)R that carries the

3 color connected to the quark’s 3 color. There is no k(J)L partner. The b-quark can split

into daughter b-quark A and a daughter gluon B, which we draw on the right because it

carries the 3 color of the mother b-quark. The color connected partners of the daughter

partons are then

k(A)R = B , (3.3)

and

k(B)L = A, k(B)R = k(J)R . (3.4)

Similarly, if parton J is a b̄-quark, then it has a color connected partner k(J)L that carries

the 3 color connected to the b̄-quark’s 3 color. There is no k(J)R partner. The b̄-quark can

– 12 –

we will have the best statistical significance for a measurement if we make �C(B) as small as
possible. Thus we seek to choose the cut so as to minimize �C(B) with �C(S) held constant.
The solution to this problem is to choose C({p, t}N) such the surface C({p, t}N) = 0 is
a surface of constant ⇥MC({p, t}N). That is, we should use signal and background cross
sections in which the function that defines the cut is taken to be

C({p, t}N) = ⇥MC({p, t}N)� ⇥0 (8)

for some ⇥0. If we make any small adjustment to this by removing an infinitesimal region
with ⇥MC({p, t}N) > ⇥0 from the cut and adding a region having the same signal cross
section but with ⇥MC({p, t}N) < ⇥0, we raise the total background cross section within the
cut while keeping the signal cross section the same. Thus using contours of ⇥MC({p, t}N) to
define our cut is the best that we can do.

What value of ⇥0 should one choose? For a simple optimized cut based analysis with a
given amount of integrated luminosity, one would choose ⇥0 so as to maximize the ratio of the
expected number of signal events to the square root of the expected number of background
events. We discuss this further in Sec. XI.

Instead of using an optimized cut on ⇥MC to separate signal from background, one could
imagine using a log likelihood ratio constructed from ⇥MC. We do not discuss that method
in this paper.

Now we must face the fact that to construct ⇥MC({p, t}N), we would need two things:
the di�erential cross section to find microjets {p, t}N in background events and then the
di�erential cross section to find microjets {p, t}N in signal events. In each case, we would
consider this di�erential cross section in a parton shower approximation to the full theory.
Unfortunately for us, a parton shower produces d�MC(S)/d{p, t}N and d�MC(B)/d{p, t}N by
producing Monte Carlo events at random according to these distributions. If we have 10
microjets described by 4 momentum variables each and we divide each of these 40 variables
into 12 bins, then we have approximately 1240/10! ⇥ 1036 total bins (accounting for the
interchange symmetry among the 10 microjets). The parton shower Monte Carlo event
generator will fill these bins with events, but it will be a long time before we have of order
100 counts per bin in order to estimate d�MC(S)/d{p, t}N and d�MC(B)/d{p, t}N at each bin
center. Thus it is not practical to calculate ⇥MC({p, t}N) numerically by generating Monte
Carlo events. It is also not practical to calculate ⇥MC({p, t}N) analytically using the shower
algorithms in Pythia or Herwig. These programs are very complicated, so that we have
no hope of finding PMC({p, t}N |S) and PMC({p, t}N |B) for either of them.

D. Probabilities according to simplified shower

What we need is an observable ⇥({p, t}N) that is an approximation to ⇥MC({p, t}N) such
that we can calculate ⇥({p, t}N) analytically for any given {p, t}N . For this purpose, we
define a simple, approximate shower algorithm, which we will call the simplified shower
algorithm. We let P ({p, t}N |S) and P ({p, t}N |B) be the probabilities to produce the mi-
crojet configuration {p, t}N in, respectively, signal and background events according to the
simplified shower algorithm. Define

⇥({p, t}N) =
P ({p, t}N |S)
P ({p, t}N |B)

. (9)

6

We then define �kT,I to be the transverse momentum of all microjets that are part of the fat

jet but are not in the decay products of the initial hard parton. That is, �kT,I is the transverse
momentum of all microjets associated with initial state and underlying event radiation. We
demand that

k2
T,I < Q2/4 . (22)

For the probability density associated with the creation of the initial hard parton, we use
a factor

Ha = Npdf

�
p2T,min

k2
0

⇥Npdf 1

k2
0

�(k2
T,I < Q2/4) . (23)

Here k0 is the transverse momentum of the initial hard parton. The factor 1/k2
0 is an approx-

imation to the k2
0 dependence of the square of the hard matrix element. The hard scattering

cross section is also proportional to a product of parton distribution functions. We approx-
imate the dependence on the parton distribution functions by including a factor 1/(k2

0)
Npdf ,

where our default value for the exponent is Npdf = 2. (This value yields an approximation
to the one jet inclusive cross section at the Large Hadron Collider, as illustrated in Fig. 11
of ref. [43].) The parameter pT,min is the smallest allowed transverse momentum of Z-boson
against which the initial hard parton recoils, pT,min = 200 GeV, Eq. (2). The normalization
factor Npdf(p2T,min)

Npdf is chosen so that the integral of H from p2T,min to infinity is 1.

B. Signal

We also need a factor to represent the hard scattering process that creates the Higgs
boson. For this purpose, we use a factor

HH = Npdf

�
p2T,min +m2

H

k2
H +m2

H

⇥Npdf 1

k2
H +m2

H

�(k2
T,I < Q2/4) , (24)

as in Eq. (23). Here kH is the transverse momentum of the Higgs boson, mH is the Higgs
boson mass, kT,I is the total transverse momentum of all partons emitted in the initial state,
and Q2 is defined in Eq. (21). The remaining factors provide an approximation to the
dependence on the parton distribution functions, as in Eq. (23). The default values of the
parameters are Npdf = 2 and pT,min = 200 GeV.

V. INITIAL STATE AND UNDERLYING EVENT RADIATION

We have seen how to model the hard interaction that creates either a high pT QCD parton
or a Higgs boson. Now we need to model initial state and underlying event radiation, defining
an emission probability HIS as illustrated in Fig. 7. Consider the probability for the emission
of a gluon with positive rapidity from an initial state parton that participates in the hard
interaction. Since the gluon has positive rapidity, this emission is predominantly from the
active parton a from hadron A. We use b as the label for the other active incoming quark,
from hadron B. We take pa to be in the + direction and pb to be in the � direction.5 We

5 We use momentum components p± = (p0 ± p3)/
⇥
2
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where x is the momentum fraction of the parton after emitting the gluon, zx/(1 � z) is
the momentum fraction of the emitted gluon, x/(1 � z) is the momentum fraction of the
parton before emitting the gluon and the functions f are parton distribution functions.
(See Eq. (8.26) of Ref. [39]). When k2

J ⇤ Q2 we have z ⇤ 1 and R ⇥ 1. However, the
approximation R ⇥ 1 breaks down for values of k2

J/Q
2 at which initial state radiation is still

significant. We do not want our simplified shower model to depend on parton distribution
functions, so we make a rather crude approximation,

R =
1

(1 + cR kJ/Q)nR
, (31)

where our default values for the parameters are cR = 2 and nR = 4. The power nR = 4 gives
us an asymptotic power k�6

J , as in Eq. (23). We chose cR = 2 in order to match roughly
with results from running Pythia.

With this factor R included, we should have a fairly good approximation for the emission
probability as long as k2

J is large enough for the emission to be purely perturbative. To
give ourselves some flexibility at small k2

J , we replace k2
J by k2

J + ⇥2
p in the argument of �s

and the factor 1/k2
J . Our default value for the parameter here is ⇥2

p = 1 GeV2. Then the
perturbative H is frozen when kJ gets to be much smaller than ⇥p. We then add back a
simple non-perturbative function that gives us a chance to adjust the amount of radiation
for smaller values of kJ .

This gives the complete initial state emission probability

HIS =
CA

2

�s(k2
J + ⇥2

p)

k2
J + ⇥2

p

1

(1 + cR kJ/Q)nR
+

cnp(⇥2
np)

nnp�1

[k2
J + ⇥2

np]
nnp

. (32)

Our default values for the non-perturbative parameters are cnp = 0.5, ⇥2
np = 0.5 GeV2, and

nnp = 2. It is intended that, with adjustment of parameters, we can include perturbative
radiation from the active initial state partons together with radiation at central rapidities
and small transverse momenta that is associated with the underlying event and with event
pileup. Our choice for the parameters is based on comparisons with results from Pythia,
including the representation in Pythia of the e�ects of the underlying event.

VI. FINAL STATE QCD SHOWER SPLITTINGS

In this section, we define the main part of the simplified shower, QCD shower splittings.

A. Splitting probability for g ⌅ g + g

The splitting vertex for a QCD splitting that we model as g ⌅ g + g is represented
by a function Haaa or Hgaa as illustrated in Fig. 8. We call these the conditional splitting
probabilities. Here the condition is that the mother parton has not split already at a higher
virtuality. The plain parton lines represent partons with flavor “any.” We treat these partons
as being almost always gluons, so that Haaa and Hgaa are the same and approximate the
probability for a g ⌅ g + g splitting.

Let us examine what we should choose for H for a g ⌅ g + g splitting, that is for Haaa

or Hgaa. We take the mother parton to carry the label J and we suppose that the daughter

16

FIG. 9: The angular enhancement factor g(ys,�s) of Eq. (42). The coordinates are (ys�yh,�s��h).
The color connected parton k is at coordinates (0.1, 0). This figure is adapted from Ref. [40].

We can enforce this condition in an approximate way by requiring

2
µ2
J

kJ
<

µ2
K

kK
,

2
µ2
J �

kJ �
<

µ2
K

kK
.

(44)

For this reason, we include in H a factor �(2µ2
J/kJ < µ2

K/kK). We know µ2
K from the

shower history. If there is no mother parton because parton J was produced in the hard
interaction or by initial state bremsstrahlung, we take µ2

K/kK = 2kJ , so that the virtuality
ordering condition becomes simply µ2

J < k2
J .

This same condition, iterated, restricts the daughter virtualities:

2
µ2
h

kh
<

µ2
J

kJ
,

2
µ2
s

ks
<

µ2
J

kJ
.

(45)

This gives a splitting probability H:

Haaa = Hgaa =
CA�s(µ2

J)

2

1

µ2
J

k2
J

kskh

⇥2hk
⇥2sh + ⇥2sk

�

�
2
µ2
J

kJ
<

µ2
K

kK

⇥
. (46)

Here we evaluate �s at the virtuality scale of the splitting. When there is no color connected
parton visible, we are forced to simplify this to

Hno-k =
CA�s(µ2

J)

2

1

µ2
J

k2
J

kskh
�

�
2
µ2
J

kJ
<

µ2
K

kK

⇥
. (47)
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WHY USE A MULTIVARIATE APPROACH?

•We can think about and visualize single variables

• Two variables are harder

• Nobody who thinks in 11 dimensions is in this room!

• There things that computers are just better at.

• Multivariate approach lets you figure out how well 
you could possibly do

Save you the trouble or looking
for good variables (project killer)

EFFICIENCY

See if simple variables
can do as well (establishes the goal)

FRAMING

Sometimes they are really necessary (e.g. ZH)
POWER

Let me do 
the work 
for you!

Schwartz

Boost ‘11



calculations for “simple observations” get going
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LHC jet
masses and
resummation

Mrinal
Dasgupta
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Plots are for pt = 250 GeV and E0 = 15 GeV and E0 = 60
GeV Banfi, MD ,Khelifa Kerfa, Marzani, 2010

Mrinal Dasgupta LHC jet masses and resummation

[jet mass]

Dasgupta
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calculations for “simple observations” get going

�34

Boost ‘11

Calculating the Dijet Soft Function at O(↵2
s)

!" #" $"
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C2
F : a

CFCA : a,b,c,d,e

CFTRnf : f Lee

Unfortunately we did not quite get final results  
in time for the workshop ...

Jouttenus, IS, Tackmann, Waalewijn

41Wednesday, May 25, 2011

Stewart

[jet mass]



quark–gluon tagging
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Jet Mass as an Example Observable

Normalizing by pT (200GeV in this sample) generalizes better.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
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Jason Gallicchio (Harvard) Gluon Tagging and Quark & Gluon Samples 24 May 2011 7 / 54
Gallicchio



HEPTopTagger
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Stop reconstruction
with the

HEPTopTagger

Michihisa Takeuchi
(Uni Heidelberg)

introduction

HEPTopTagger

stop pairs
hadronic channel

semi-leptonic channel

Leptonic top tagger

Summary

HEPTopTagger [JHEP 1010:078,2010. arXiv:1006.2833 [hep-ph] T. Plehn, M. Spannowsky, D. Zerwas, MT]

1. fat jets – C/A(R = 1.5), p
fatjet
T

> 200 GeV
2. mass drop criterion
– find hard proto-jets mj < 30 GeV, mj1 < 0.8mj to keep j1 and j2

3. choose 3 hard proto-jets with best filtered mass
– |mfilt

jjj
� mt| < 25 GeV and p

rec
T

> 200 GeV! top candidate

4. check mass ratios
– mt condition: m

2
t

= m
2
123 = m

2
12 + m

2
13 + m

2
23 ! spherical surface: 2D mass ratios
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t̄t W+jets QCD
– W mass condition, soft-collinear cut! tagged top

Takeuchi



many tools; 
calculations from 

several groups
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Boost 2012

h!p://ific.uv.es/~boost2012
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Some taggers and jet-substructure observables

Jet Declustering

Jet Shapes

Matrix−Element

Seymour93

YSplitter

Mass−Drop+Filter

JHTopTagger TW

CMSTopTagger

N−subjettiness (TvT)

CoM N−subjettiness (Kim)

N−jettiness

HEPTopTagger
(+ dipolarity)

Trimming

Pruning

Planar Flow

Twist

ATLASTopTagger

Templates

Shower Deconstruction

Qjets

Multi−variate tagger

ACF

apologies for omitted taggers, arguable links, etc.

Gavin Salam (CERN/Princeton/CNRS) Boost Theory Summary Boost 2012-07-27 6 / 33
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 Andrew Hornig (U.  Washington) BOOST 2012 (July 26) 

Basics of Qjets	

• substructure assumes a shower creates trees, and best tree is 
good enough
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• Qjets: take all (or many trees)

• example: apply pruning to the various recombinations allowed 
within a single jet

Tuesday, July 24, 12



jet shapes and pileup

�40

Boost ‘12

Jet shape subtraction

No pileup: fhard(jet) = f({pt,i}hard)
With pileup: ffull(jet) = f({pt,i}hard, {pt,i}PU)

Background has 2 degrees of freedom: ρ and ρm

Assume ρ ≪ pt and expand in series of ρ and ρm

PU∝ghosts ⇒ ∂ρ ∝ ∂ghostscale

Subtraction:

fsub(jet) = ffull(jet)− ρ aghost ∂ghostscaleffull(jet)

+
1

2
(ρ aghost)

2 ∂2ghostscaleffull(jet) + . . .

with additional term for the ρm contributions

– p. 19Soyez



substructure for high multiplicity searches
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The difference between them is clear

Each jet mass is approximately independent for QCD

Small Jet MassLarge Jet Mass

Getting multiple massive jets rare

Jet mass correlations never studied before 

mj

pT
� 1

mj

pT
� 0.3

Wacker

Seem to have lost 
the single feature that made

these events special

13 Jet Event 3 Jet Event



N-subjettiness and jet mass results from SCET
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Jesse Thaler — Progress in N-subjettiness 17

Recycling Thrust Results

0.00 0.02 0.04 0.06 0.08 0.10 0.12
0

5

10

15

20

Τ21

1
Σ

d Σ
d Τ21

N3LL Calculation
Q # 0 GeV
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[Abbate,Fickinger,Hoang,Mateu,Stewart; 
see also Becher, Schwartz]
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FIG. 18: Thrust distributions in the far-tail region at N3LL′

order with QED and mb corrections included at Q = mZ to-
gether with data from ALEPH. The red solid line is the cross
section in the R-gap scheme using αs(mZ) and Ω1 obtained
from fits using our full code, see Eq. (68). The light red band
is the perturbative uncertainty obtained from the theory scan
method. The red dashed line shows the distribution with the
same αs but without power corrections. The light solid blue
line shows the result of a full N3LL′ fit with the BS profile
that does not properly treat the multijet thresholds. The
short dashed green line shows predictions at N3LL′ with the
BS profile, without power corrections, and with the value of
αs(mZ) obtained from the fit in Ref. [20]. All theory results
are binned in the same manner as the experimental data, and
then connected by lines.

of our theoretical result in Eq. (4) that are important in
this far-tail region are i) the nonperturbative correction
from Ω1, and ii) the merging of µS(τ), µJ(τ), and µH

toward µS = µJ = µH at τ = 0.5 in the profile func-
tions, which properly treats the cancellations occurring
at multijet thresholds. To illustrate the importance of
Ω1 we show the long-dashed red line in Fig. 18 which has
the same value of αs(mZ), but turns off the nonpertur-
bative corrections. To illustrate the importance of the
treatment of multijet thresholds in our profile function,
we take the BS profile which does not account for the
thresholds (the BS profile is defined and discussed below
in Sec. IX), and use the smaller αs(mZ) and larger Ω1

that are obtained from the global fit in this case. The
result is shown by the solid light blue line in Fig. 18,
which begins to deviate from the data for τ > 0.36 and
gives a cross section that does not fall to zero at τ = 0.5.
The fact that αs(mZ) is smaller by 0.0034 for the light
blue line, relative to the solid red line, indicates that the
proper theoretical description of the cross section in the
far-tail region has an important impact on the fit done
in the tail region. The final curve shown in Fig. 18 is the
short-dashed green line, which is the result at the level
of precision of the analysis by Becher and Schwartz in
Ref. [20]. It uses the BS profile, has no power correc-
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( =.1172) 

( =.1135) 

( =.1135, ! =.324 GeV) 

N LL3 ’ results

Q=mZ

FIG. 19: Thrust cross section for the result of the N3LL′ fit,
with QED and mb corrections included at Q = mZ . The
red solid line is the cross section in the R-gap scheme using
αs(mZ) and Ω1 obtained from fits using our full code, see
Eq. (68). The red dashed line shows the distribution with the
same αs but without power corrections. The short-dashed
green line shows predictions at N3LL′ with the BS profile,
without power corrections, and with the value of αs(mZ) ob-
tained from the fit in Ref. [20]. Data from ALEPH, DELPHI,
L3, SLD, and OPAL are also shown.

tions, and has the value of αs obtained from the fit in
Ref. [20]. It also misses the Q = mZ data in this re-
gion. The results of other O(α3

s) thrust analyses, such as
Davison and Webber [23] and Dissertori et al. [22, 25],
significantly undershoot the data in this far-tail region.15

To the best of our knowledge, the theoretical cross sec-
tion presented here is the first to obtain predictions in
this far-tail region that agree with the data. Note that
our analysis does include some O(αk

sΛQCD/Q) power cor-
rections through the use of Eq. (24). It does not account
for the full set of O(αsΛQCD/Q) power corrections as
indicated in Eq. (4) (see also Tab. IIb), but the agree-
ment with the experimental data seems to indicate that
missing power corrections may be smaller than expected.

Unbinned predictions for the thrust cross section at
Q = mZ in the peak region are shown in Fig. 19. The
green dashed curve shows the result at the level of pre-
cision in Becher and Schwartz, that is N3LL′, with the
BS profile, without power corrections, and with the value
of αs(mZ) = 0.1172 obtained from their fit. This purely
perturbative result peaks to the left of the data. With
the smaller value of αs(mZ) obtained from our fit, the
result with no power corrections peaks even slightly fur-
ther to the left, as shown by the long-dashed red curve.
In contrast, the red solid curve shows the prediction from

15 See the top panel of Fig. 9 in Ref. [23], the top left panel of Fig. 4
in Ref. [22], and the left panel of Fig. 2 in Ref. [25].

)Q=0

Hard, Jet, and Soft Functions to O(αs2)

Resummation to N3LL

Leading Shift from Non-Perturbative Power Correction
[See Vicent Mateu’s Talk]

Thaler

Order by Order 
Convergence

Normalized

Effect of soft 
scale mixing
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24Stewart

+ a heated debate about non-global logarithms



but can you calculate things for groomed jets?
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Pileup Subtraction 
•  Grooming is great for removing pileup/UE. No doubt. 

•  Bump hunting 
•  Jet substructure 
•  New physics searches 
•  not QCD 

Alternatives 
•  Observable specific subtraction 

•  See Thaler’s talk on n-subjettiness 
•  Parameterize, fit shapes 
•  Pileup-insensitive observables 

Schwartz

Boost ‘12



software foundations for substructure 
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Major changes in FastJet 3

– p. 3

Soyez

Boost ‘12



amazing posters! 
(but not only)
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August 12-16 

Flagstaff, Arizona, USA — Hotel Little America 

BOOST2013 
(c/o Vivian Knight) 
Department of Physics
The University of Arizona
1118 E 4th Street  
Tucson, AZ 85721, USA
boost2013@physics.arizona.edu
http://w3atlas.physics.arizona.edu/boost2013/

BOOST2013

5th International
Joint Theory/Experiment Workshop on
Boosted Object Phenomenology, Reconstruction, 
and Searches in High Energy Collider Experiments

International Scientific Committee:
Jon Butterworth (UCL), Tancredi Carli (CERN), Steve Ellis (U. Washington), 
Chris Hill (Ohio State U.), Peter Loch (U. Arizona), Tilman Plehn (U. Heidelberg), 
Sal Rappoccio (SUNY Buffalo), Andrea Rizzi (INFN/U. Pisa), Albert de Roeck 
(CERN/U. Antwerpen), Gavin Salam (CERN), Matthew Schwartz (Harvard U.), 
Ariel Schwartzman (SLAC), Mike Seymour (U. Manchester), Jesse Thaler (MIT), 
Marcel Vos (IFIC Valencia), Jay Wacker (SLAC), Lian-Tao Wang (U. Chicago)

Local Organizing Committee:
Elliott Cheu (U. Arizona), Michael Eklund (U. Arizona), Ken Johns (U. Arizona), 
Vivian Knight (U. Arizona), Walter Lampl (Arizona), Peter Loch (U. Arizona, chair), 
Connie Potter (CERN), Chris Thomas (CERN), Erich Varnes (U. Arizona)

Expanding the 
physics potential 
of high energy 
collider experiments 
with new techniques 
for boosted objects 
like decays of energetic 
top quarks, possible 
new heavy particles, 
gauge and Higgs bosons, 
and non-hadronic jets

Poster Design:
Hallie Bolonkin



energy correlations come of age
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Energy Correlation Functions

3

Banfi, Salam, Zanderighi 2004
Jankowiak, AL 2011

ECF(N,β) =
∑

i1<i2<...<iN∈J

(

N
∏

a=1

pT ia

)(

N−1
∏

b=1

N
∏

c=b+1

Ribic

)β

ECF(0,β) = 1,

ECF(1,β) =
∑

i∈J

pT i,

ECF(2,β) =
∑

i<j∈J

pT i pT j(Rij)
β ,

ECF(3,β) =
∑

i<j<k∈J

pT i pT j pT k (RijRikRjk)
β ,

ECF(4,β) =
∑

i<j<k<ℓ∈J

pT i pT j pT k pT ℓ (RijRikRiℓRjkRjℓRkℓ)
β

Larkoski



first analytical grooming calculations → mMDT
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Modified Mass Drop Tagger

• In practice the soft-branch 
 contribution is very small

• However, this modification 
 makes the all-order structure 

particularly interesting

l/
m

 d
m

 / 
dl

l = m2/(pt
2 R2)

Pythia 6 MC: quark jets
m [GeV], for pt = 3 TeV, R = 1

1-4 ycut
2

MDT, ycut=0.09
wrong branch

mMDT

 0
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 0.15

10-6  10-4 0.01 0.1 1

 10  100  1000

1. Undo the last stage of the C/A clustering. 
Label the two subjets j1 and j2 (m1 > m2)

2. If m1< μm (mass drop) and the splitting was 
not too asymmetric (yij > ycut), tag the jet.

3. Otherwise redefine j to be the subjet with 
highest transverse mass and iterate.

Comparison to MC

 0

 0.1

 0.2

10-6  10-4 0.01 0.1 1

 10  100  1000

l/
m

 d
m

 / 
dl

l = m2/(pt
2 R2)

Analytic Calculation: quark jets
m [GeV], for pt = 3 TeV, R = 1

mMDT ycut=0.03
ycut=0.13

ycut=0.35 (some finite ycut)
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Pythia 6 MC: quark jets
m [GeV], for pt = 3 TeV, R = 1
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ycut=0.35

Remarkable agreement !
Marzani



first sophisticated responses about IR unsafety
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Jesse Thaler — Unsafe but Calculable 1

Jesse Thaler

Boost 2013, Flagstaff — August 14, 2013

Unsafe but Calculable
Ratio Observables in Perturbative QCD

Based on 1307.1699 with Andrew Larkoski

Thaler
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Introduction Track Functions Track Thrust Conclusions

Track Thrust Resummation

I For ⌧ ⌧ 1 resummation of ln ⌧ required
I Focus on exponentation of single soft emission S(1)(k, µ)

S̄(1)(k̄, µ) =

Z 1

0
dk S(1)(k, µ)

Z 1

0
dxTg(x, µ) �(k̄ � xk)

= �(k̄) +
↵s CF

2⇡


�

8

µ

⇣ ln(k/µ)
k/µ

⌘

+
+

8gL
1

µ

1

(k/µ)+

+
⇣⇡2

6
� 4gL

2

⌘
�(k̄)

�

I Depends on logarithmic moments of Tg

gL
n ⌘

Z 1

0
dxTg(x, µ) ln

n x

I Interestingly, hadronization effects are exponentiated

17 / 21

Introduction Track Functions Track Thrust Conclusions

Higher order

and nonperturbative corrections

0.0 0.1 0.2 0.3
0
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t

1
s

ds
d t

NLL'
NLL

Track Thrust

I Perturbative uncertainty reduces at higher order

I Leading nonperturbative correction

S̄(k̄, µ) ' S̄part(k̄ � ⌦̄⌧
1 , µ).

I Estimate from calorimeter thrust ⌦⌧
1

⌦̄⌧
1 ' hxi⌦⌧

1 = 0.3 GeV

19 / 21

Boost ‘13first sophisticated responses about IR unsafety



the first of the “computer vision” series 
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Josh Cogan BOOST - August 15, 2013 

IMAGE PROCESSING 

Event 
Generator 

  Center and rotate jet-images before training MVA 
  Introduces small smearing, but huge gain in discrimination! 

5 

Average of 
unrotated W jet 

Not much info! 

Average of 
rotated W jet 

Much better! 

Cogan



fastjet contrib
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the new generation of tools



today’s tools see the light: soft drop

�53
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1. Undo the last stage of the C/A clustering. Label the two   
    subjets j1 and j2 .

2. If 

   then deem j to be the soft-dropped jet.

3. Otherwise redefine j to be the harder subjet and iterate.

1-prong jets can be either kept (grooming mode) or discarded (tagging mode)

Soft Drop Larkoski, SM, Soyez and Thaler (2014)

1 2

1 Introduction

The study of jet substructure has significantly matured over the past five years [1–3], with
numerous techniques proposed to tag boosted objects [4–46], distinguish quark from gluon jets
[44, 47–51], and mitigate the e↵ects of jet contamination [6, 52–61]. Many of these techniques
have found successful applications in jet studies at the Large Hadron Collider (LHC) [50, 62–
89], and jet substructure is likely to become even more relevant with the anticipated increase
in energy and luminosity for Run II of the LHC.

In addition to these phenomenological and experimental studies of jet substructure, there
is a growing catalog of first-principles calculations using perturbative QCD (pQCD). These
include more traditional jet mass and jet shape distributions [90–95] as well as more so-
phisticated substructure techniques [44, 59, 60, 96–103]. Recently, Refs. [59, 60] considered
the analytic behavior of three of the most commonly used jet tagging/grooming methods—
trimming [53], pruning [54, 55], and mass drop tagging [6]. Focusing on groomed jet mass
distributions, this study showed how their qualitative and quantitative features could be un-
derstood with the help of logarithmic resummation. Armed with this analytic understanding
of jet substructure, the authors of Ref. [59] developed the modified mass drop tagger (mMDT)
which exhibits some surprising features in the resulting groomed jet mass distribution, in-
cluding the absence of Sudakov double logarithms, the absence of non-global logarithms [104],
and a high degree of insensitivity to non-perturbative e↵ects.

In this paper, we introduce a new tagging/grooming method called “soft drop decluster-
ing”, with the aim of generalizing (and in some sense simplifying) the mMDT procedure. Like
any grooming method, soft drop declustering removes wide-angle soft radiation from a jet in
order to mitigate the e↵ects of contamination from initial state radiation (ISR), underlying
event (UE), and multiple hadron scattering (pileup). Given a jet of radius R0 with only two
constituents, the soft drop procedure removes the softer constituent unless

Soft Drop Condition:
min(pT1, pT2)

pT1 + pT2

> zcut

✓
�R12

R0

◆�

, (1.1)

where pT i are the transverse momenta of the constituents with respect to the beam, �R12

is their distance in the rapidity-azimuth plane, zcut is the soft drop threshold, and � is an
angular exponent. By construction, Eq. (1.1) fails for wide-angle soft radiation. The degree
of jet grooming is controlled by zcut and �, with � !1 returning back an ungroomed jet. As
we explain in Sec. 2, this procedure can be extended to jets with more than two constituents
with the help of recursive pairwise declustering.1

Following the spirit of Ref. [59], the goal of this paper is to understand the analytic
behavior of the soft drop procedure, particularly as the angular exponent � is varied. There
are two di↵erent regimes of interest. For � > 0, soft drop declustering removes soft radiation

1The soft drop procedure takes some inspiration from the “semi-classical jet algorithm” [58], where a variant

of Eq. (1.1) with zcut = 1/2 and � = 3/2 is tested at each stage of recursive clustering (unlike declustering

considered here).

– 2 –

Butterworth, Davison, Rubin and Salam (2008)
Dasgupta, Fregoso, SM and Salam  (2013)

• Generalisation of the (modified) Mass Drop procedure
• no mass drop condition (not so important)
• mMDT recovered for β=0
• some inspiration from semi-classical jets Tseng and Evans (2013)

10

Marzani



today’s tools see the light: pileup
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08/21/14  2

PileUp Per Particle Id

Philip Harris (CERN) Nhan Tran(FNAL),
Daniele Bertolini(MIT), Matthew Low(Chicago)

arxiv hep-ph/1407.6013

BOOST2014

Constituent Subtraction

Peter Berta
1)
, Martin Spousta

1)
, David Miller

2)
, Rupert Leitner

1)

1)Charles University in Prague
2)Enrico Fermi Institute, University of Chicago

21st Aug 2014

P. Berta (Charles University in Prague) Constituent Subtraction 21st Aug 2014 1 / 29

Matteo Cacciari - LPTHE BOOST  -  London  -  August 2014

Soft Killer

28

Pileup

Hard

cut

empty empty empty empty empty

G
. S

oy
ez

Half of the event is empty ⇒ ρ = 0 (because it’s the median)

NB. SK needs tuning of the size of the patches used to calculate ρ.
0.4 was found to be a good choice for R=0.4 jets



calculations for shape-like quantities
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Predicting Multi-Differential 
Jet Cross Sections

Andrew Larkoski
MIT

BOOST 2014, August 18, 2014

AJL, I. Moult, D. Neill 1401.4458; AJL, I. Moult 14XX.soon;
AJL, I. Moult, D. Neill 14XX.soon

Boost ‘14

Conclusions and Outlook
❖ Q-thrust: !

❖ non-deterministic but energy-flow variable !
❖ calculable!!
❖ interesting (important?) effect on NGLs!!
❖ generalizes naturally to Q-(sub)jettiness!

❖ Outlook:!
❖ performance & correlations!
❖ many related observables to study, should exhibit same 

generic properties (calculability and NGLs)

Hornig

Q-calculations



open data
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zg, open data
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Jesse Thaler — Probing the Core of QCD 24

Open Data Analysis
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dzg

CMS 2010 Open Data
Theory (MLL)
Pythia 8.205
Herwig++ 2.6.3

Anti–kt: R = 0.5; pT > 150 GeV

Soft Drop: � = 0; zcut = 0.1
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Prelim. (20%)

As nature!
intended:

pT > 150 GeV!
zcut = 0.1

[Thanks to Sal Rappoccio, Aashish Tripathee, Wei Xue]

CMS Open Data:!
Jet Primary Data Set!
with Particle Flow !
Candidates

Statistical uncertainties only,!
no unfolding, 58021 events!
!
Using single jet triggers!
with ≈100% efficiency,!
AK5 jet energy corrections!
with area subtraction,!
no PFC corrections!
!
AOD → MOD format!
(MIT Open Data project)!
!
More plots in backup slides

Jesse Thaler — Probing the Core of QCD 15

A Standard Candle for Jets!
 

≈ independent of αs (!)!
≈ independent of jet pT and radius!
≈ same for quarks and gluons!
!
calculable deviations from universality

1
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dzg
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P i(zg)
R 1/2
zcut

dz P i(z)
+ …
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zg ⇒ P (z)

z > zcut

[Larkoski, Marzani, JDT, 1502.01719]

(see backup for β ≠ 0)

Thaler

zg: the path to interaction with the heavy-ion community 

+ demonstration of potential of open data



understanding many shapes
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understanding signal jets & tagging parameters
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Optimal values - mMDT
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Herwig++

Herwig++ (parton level)

I Herwig parton level agrees with analytics (both the
peak positions and the evolution of opt. ycut with pT).

I hadronisation and UE do not change the picture
significantly

I peaks are broad ) slightly non-optimal ycut is still ok.
I good degree of overlap within tolerance band between

full MC and analytical estimates.

Siodmok



beyond ROCs? 
deep learning?
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Figure 2: Profile distributions, h⌧2/⌧1i, as a function of ⇢ = log(m2/p2T ) (left) and as a

function of ⇢0 = log(m2/pT /µ) (on the right). Solid dots correspond to background, while

hollow ones to signal. The di↵erent colors correspond to di↵erent pT bins.

Ref. [24] performed calculations for jet mass distributions in the presence of a ⌧2/⌧1 cut

to an accuracy which is close to next-to-leading logarithmic (NLL) accuracy. Despite the fact

that the calculation corresponding to the profile plot in Fig. 2 were not performed, it could

in principle be derived because the authors do provide the double di↵erential distribution in

⌧2/⌧1 and ⇢. However, some important di↵erences between our current set-up and the one

of Ref. [24] prevent us from using their results to get insight in the behaviors we observe

beyond the existence of a region with linear correlation. First Ref. [24] did not consider

the soft drop ⇢ and, second, the definition of N -subjettiness di↵ers in the two studies both

in regards of the angular exponent (�⌧ = 1 versus �⌧ = 2) and of the choice of axes. We

note that, at fixed-coupling, all the transverse momentum dependence is accounted for in the

definition of the shape and ⇢. We have checked whether the origin of the pT dependence that

we see in Fig. 2 (on the left) could be traced back to the transverse momentum used in the

definition of the ⇢ (ungroomed vs groomed) but this was found not to be the case. Running

coupling contributions, as well as other subleading corrections, do introduce a pT dependence.

However, a quantitative understanding of these e↵ects would require a calculation using the

techniques of Ref. [24]. This goes beyond the scope of this work and for this study we limit

ourselves to a phenomenological solution, while leaving a first-principle analysis for future

work. Thus, in order to remove the constant pT dependence in the ⌧2/⌧1 profile, we introduce

a modified version of ⇢:

⇢0 = ⇢+ log
pT
µ

= log

✓
m2

pTµ

◆
. (3.2)

This change of variable, together with the choice µ ⇠ 1 GeV, appears to perform an excellent

job in getting rid of the pT dependence, as shown in Fig. 2, on the right, though of course we

note this is purely an empirical observation.

So far, we have only considered ⌧2/⌧1 versus soft drop mass. We also noted that a similar

linear correlation exists between ⌧2/⌧1 and other groomed masses, though not shown explicitly.
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Figure 4: Raw ⌧2/⌧1 distributions on the left and transformed distribution, ⌧ 021, on the right.
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Figure 5: Profile distributions, h⌧ 021i, as a function of ⇢0 = log(m2/pT /µ). Solid dots corre-

spond to background, while hollow ones to signal. The di↵erent colors correspond to di↵erent

pT bins

reduced, particularly in the region of interest where the W boson peak is. With a simple

transformation, we can now preserve mass sidebands for background estimations and make

robust predictions of the pT dependence of the backgrounds. This practical consequences

of a well-behaved background shape will be explored in Section 5. Generally speaking, a

non-linear dependence is not a technical obstacle to performing an observable transformation

and we discuss this in Section 6; however, studying the behavior in a simple analytic regime

allows us to better understand the underlying physical behavior. The final component to

evaluating the success of the observable transformation is to understand the performance of

the new observable in terms of rejecting backgrounds.

– 7 –

trivial transformation

τ21DDT = τ21 - M × ρDDT

now τ21DDT is uncorrelated with ρDDT! 
makes background estimation easier!

Now linear correlation constant in bins of pT!

Rappoccio



deep learning hits the market
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Boosted Boson Type Tagging
Jet ETmiss

SLAC, Stanford University

March 26, 2014

Benjamin Nachman and Ariel Schartzman

B. Nachman (SLAC) Boosted Boson Type Tagging March 26, 2014 1 / 21
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Jet Images with Deep Learning
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Thursday, July 21, 2016
BOOST 2016: Zurich, Switzerland

Anton Apostolatos, Leonard Bronner, Luke de Oliveira, Michael 
Kagan, Lester Mackey, Benjamin Nachman, and Ariel Schwartzman 

!
SLAC and Stanford University

JHEP, 2016(7), 1-32

Nachmann

Calorimeter

Our Setup

I Used Delphes,
p

s = 14TeV, hµi = 50

I Signal: pp ! WW ! qqqq

I Background: pp ! qq, q, gg

I Anti-kT jets �R = 1.2

I 300 GeV < pT < 400 GeV

I Apply pileup suppression (trimming)

The Question

If we compare

I A BDT on engineered variables, to

I A deep network on the jet image

which one is a better classifier?

Calo Towers

Deep NN

Jet
Moments

Final Discriminant

BDT

Dan Guest (UCI) DNNs for Jet Tagging July 21, 2016 8 / 19

Guest

Boost ‘16



mMDT/soft drop meets precision resumation
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Boost ‘16

18

Almost three decades of perturbative control in a single jet distribution!

Results: NNLL+αs2 Jet Substructure
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NNLL+αs2, β = 1NNLL+αs2, β = 0

Frye, AJL, Schwartz, Yan 2016

Hadronization Regime
Resummation Regime
Fixed-Order Regime

Perturbative Regime

Larkoski



theory ⇔ expt link with heavy-ions established
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Splitting function  

in pp and PbPb collisions 
 at 5.02 TeV  

Marta Verweij (CERN) 
for the CMS collaboration 

 
July 22 2016 

BOOSTED TOPS AND HEAVY-ION COLLISIONS 
A YOCTOSECOND CHRONOMETER?

Gavin Salam, CERN  
work in progress with Liliana Apolinário,  
Guilherme Milhano and Carlos Salgado 

Boost 2016, Zurich, July 2016

Boost ‘16



deep learning v. 
deep thinking
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what are we trying to achieve?

�66

Boost ‘17
Deep learning & deep thinking

Shows wonderful performance (and likely more to come)

“We’re not concerned by IRC safety (in ATLAS)”
(undisclosed source)

“It’s time to organize and move forward. It’s time for deep thinking,
reformation of the Democratic Party”

(K. Vanden Heuvel)

“More is di↵erent: Just because you know the QCD Lagrangian doesn’t
mean you know all of its physics”

(Andrew’s intro on Monday)

More than “Deep learning v. Deep thinking”,
what about “Deep Understanding”?

Gregory Soyez BOOST 2017 - Theory Summary July 21 2017 2 / 42
Soyez



recursive & iterative soft drop
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Boost ‘18

Recursive Soft Drop: example

N ⇤ 0

Frédéric Dreyer 10/20

Recursive Soft Drop: example

N ⇤ 0
zg < zcut

Frédéric Dreyer 10/20

Recursive Soft Drop: example

N ⇤ 1
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Recursive Soft Drop: example

N ⇤ 1
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Frédéric Dreyer 10/20

Recursive Soft Drop: example

N ⇤ 1

Frédéric Dreyer 10/20

Dreyer

Iterated soft drop
6

• begin at trunk of C/A clustering tree with  
 

 

• at branching into subjets i,j require  

 

otherwise terminate algorithm

• if soft drop criterion is satisfied  

 

then 

 

• follow harder subjet i or j and recurse  

θij > θcut

zij > zcut
�
θij
R

�β

fail

fail

z1,θ1

z2,θ2

θ < θcut

angular cut

 algorithm’s parameters:
used to define variables: zn ,θn

zcut ,β ,θcut

zn = zij

θn = θij

n � n + 1

n = 1

see Frederic Dreyer’s talk for  
“recursive soft drop”

Larkoski, Marzani, Soyez, Thaler 
JHEP 1405 (2014) 146Frye



top mass & substructure tools

�68

Boost ‘17

TOP JET 
MASS WITH 
SOFT DROP

Theory Issues for

•

• suitable top mass for jets

•

•

•

•

•

initial state radiation

final state radiation

jet observable 

underlying event/MPI

color reconnection

beam remnant

parton distributions•

• sum large logs Q� mt � �t

pp� tt̄X

First

e+e� � tt̄X
and the issues �

�

�

�

�

�

t

t̄

b-jet

b-jet

jet

jet

jet

jet

Effective Theory for 
Groomed Top Jets

Aditya



software: fastjet from python
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FastJet 3.3.0

Date: Sun, 16 July 2017

Hi Gregory,
I am sorry to bother you with that, but students - at least undergrads in X
- seem to prefer python over c++. I was wondering if there is a pthon
wrapper for fastjet, or if there is another way of running fj with python?
Cheers,
***

Date: Wed, 12 July 2017

Release of FastJet 3.3.0
This is a main release which adds a first version of a Python interface to
FastJet.

Gregory Soyez BOOST 2017 - Theory Summary July 21 2017 22 / 42
Soyez

Boost ‘18



today

�70



the space of methods
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Jet Declustering

Jet Shapes

Matrix−Element

Seymour93

YSplitter

Mass−Drop+Filter

JHTopTagger TW

CMSTopTagger

N−subjettiness (TvT)

CoM N−subjettiness (Kim)

N−jettiness

HEPTopTagger

(+ dipolarity)

Trimming

Pruning

Planar Flow

Twist

ATLASTopTagger

Templates

Shower Deconstruction

Qjets

EEC

Multi−variate tagger

c. 2018

machine learning  
DNN, CNN,  

RNN, LSTM, etc 

Cn, Dn, ven(β), Mn, Nn, 
Un,  EFPs

Degree Connected Multigraphs

d = 0

d = 1

d = 2

d = 3

d = 4

d = 5

Table 3: All non-isomorphic, loopless, connected multigraphs organized by the total number

of edges d, up to d = 5, sorted by their number of vertices N . Note that for a fixed number of

edges d, the total number of multigraphs (connected or not) is finite. These graphs correspond

to the d  5 prime EFPs counted in Table 2a. Image files for all of the prime EFP multigraphs

up to d = 7 are available here.

– 8 –

modified mass drop  
soft drop  

iterated soft drop  
recursive soft drop

classification without labels  
weak supervision

etc.

Quark gluon jet substructure

Image recognition using convolutional neural network

I A convolutional neural
network is trained on GPU
using quark and gluon jet
images

I New jet features are learned
with significantly improved
tagging performance

I In this work we use grey
scale jet images encoding
jet energy distribution

Schwartz et al, Deep learning in color, JHEP01(2017)110

Y.-T. Chien (MIT) Quark and gluon jet substructure 9 / 21



what info is deep learning using?

�72

Boost ‘18

Lund images for QCD and W jets

I Hard splittings clearly visible,
along the diagonal line with jet
mass m ⇤ mW .

I Depletion of events around W
peak due to shadow cast by
leading emission.

Frédéric Dreyer 10/20

Recurrent networks with a Lund plane

I Jets generally associated with a clustering trees, where
each node contains similar type of information.

I Particularly well-adapted for recurrent networks, which
loop over inputs and use the same weights.

I For each declustering node, we consider the inputs
�

ln(R/�), ln(kt/GeV)
 

I In practice, we will use Long Short-Term Memory
(LSTM) networks, which can retain dependencies over
widely separated points.

Figure from
http://colah.github.io/posts/2015-08-Understanding-LSTMs/

Frédéric Dreyer 17/20
Dreyer



what info is deep learning using?

�73
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Visualizing the Filters – Quark vs. Gluon Jets

Patrick T. Komiske III (MIT) Energy Flow and Jet Substructure 39

Opening the Box

Quark vs. Gluon 
256 filters

Colored region is 10% 
around median

Singularity structure of 
QCD!

PRELIMINARY

Measuring the Filters – Quark vs. Gluon Jets

Patrick T. Komiske III (MIT) Energy Flow and Jet Substructure 40

Opening the Box

Power-law dependence 
between filter size and 
distance from center

Indicative that the model has 
learned a radial, logarithmic 
transform of a jet image 
(suggestive of Lund-plane jet 
images) (Stay tuned for F. Dreyer’s talk!)

PRELIMINARY

Lund jet images: 
[F. Dreyer, G. Salam, G. Soyez, 1807.04758]Komiske



ideas from the field may get used in unforeseen ways
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Jets, G. Salam (p. 33)

3. New @ LHC

2. E.g.: boosted Higgs
A challenging application

Low-mass Higgs search @ LHC: complex because dominant decay
channel, H → bb, often swamped by backgrounds.

Three main production processes

! gg → H (→ γγ)
! WW → H
! qq̄ →WH,ZH smallest; but cleanest access to WH and ZH couplings

currently considered impossible

pp → WH → ℓνbb̄ + bkgds

ATLAS TDR

Difficulties, e.g.

! gg → tt̄ has ℓνbb̄ with same mass range,
but much higher partonic luminosity

! Need exquisite control of bkgd shape

Try a long shot?

! Go to high pt (ptH , ptV > 200 GeV)

! Lose 95% of signal, but more efficient?

! Maybe kill tt̄ & gain clarity?

Background 

ATLAS TDR ‘07
Background + Higgs → bb 



ideas from the field may get used in unforeseen ways
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ICHEP ‘18
Observation of H → bbObservation of H → bb

1212

Di-jet mass analysis: Main multi-variate analysis:

Observation of Higgs decay to beauty quarks !

New

VH alone: 4.9s (4.3s) obs (exp)  (13 TeV) 

Combined (7,8,13 TeV) VBF, ttH, VH:          

                 5.4s (5.5s) obs (exp)

80 fb-180 fb-1

ATLAS-CONF-2018-036

Di-b-jet mass

Analysis does not use 
substructure 

But it does rely on a selecting 
a subsample of high-pt events 

(BDRS prediction was that 
you’d need ~45fb-1; it turned 

out to be ~80fb-1) 
Table 9: The Higgs boson signal, background and data yields for each signal region category in each channel after the full selection of the multivariate analysis.
The signal and background yields are normalised to the results of the global likelihood fit. All systematic uncertainties are included in the indicated uncertainties.
An entry of “–” indicates that a specific background component is negligible in a certain region, or that no simulated events are left after the analysis selection.

Signal regions 0-lepton 1-lepton 2-lepton
p
V

T > 150 GeV, 2-b-tag p
V

T > 150 GeV, 2-b-tag 75 GeV < p
V

T < 150 GeV, 2-b-tag p
V

T > 150 GeV, 2-b-tag
Sample 2-jet 3-jet 2-jet 3-jet 2-jet �3-jet 2-jet �3-jet
Z + ll 17± 11 27± 18 1.5± 1.0 3.4± 2.3 13.7± 8.7 49± 32 4.1± 2.8 30± 19
Z + cl 45± 18 76± 30 3.0± 1.2 6.9± 2.8 43± 17 170± 67 11.5± 4.6 88± 35
Z + HF 4770± 140 5940± 300 179.5± 9.1 348± 21 7400± 120 14160± 220 1421± 34 5370± 100
W + ll 20± 13 32± 22 31± 23 65± 48 < 1 < 1 < 1 < 1
W + cl 43± 20 83± 38 139± 67 250± 120 < 1 < 1 < 1 < 1
W + HF 1000± 87 1990± 200 2660± 270 5400± 670 1.8± 0.2 13.2± 1.5 1.4± 0.2 4.0± 0.5
Single top quark 368± 53 1410± 210 2080± 290 9400± 1400 188± 89 440± 200 23.1± 7.3 93± 26
tt̄ 1333± 82 9150± 400 6600± 320 50200± 1400 3170± 100 8880± 220 104± 6 839± 40
Diboson 254± 49 318± 90 178± 47 330± 110 152± 32 355± 68 52± 11 196± 35
Multi-jet e sub-ch. – – 100± 100 41± 35 – – – –
Multi-jet µ sub-ch. – – 138± 92 260± 270 – – – –
Total bkg. 7851± 90 19020± 140 12110± 120 66230± 270 10964± 99 24070± 150 1617± 31 6622± 78
Signal (fit) 128± 28 128± 29 131± 30 125± 30 51± 11 86± 22 27.7± 6.1 67± 17
Data 8003 19143 12242 66348 11014 24197 1626 6686

18



what do we want from 
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and beyond?
OSTONOOB

2 O I 7 + 2 n

Proposal for BOOST 2017 + 2n in Boston

Co-organizers: Phil Harris (MIT), Matt Schwartz (Harvard), and Jesse Thaler (MIT)

We are interested in jointly organizing the BOOST 2017 + 2n workshop in the Boston area.
Harvard and MIT have previously hosted two successful jet physics workshops in 2011 and 2014,
so 2017 + 2n is the natural time to host a jet-related conference. Many BOOST participants have
a connection to the Boston area, and Boston is very accessible to international participants, with
a number of non-stop flights to Boston Logan Airport and good public transportation.

Possible Conferences Venues

There are numerous conference venues in the Boston area. Our preliminary idea is to use a venue
on either the Harvard or MIT campus, which will help reduce costs. We could end up using a hotel
conference space if it makes the logistics easier. The precise venue will depend on the dates for
BOOST 2017 + 2n.

On the MIT campus, there are three main venues we are considering:

• MIT Faculty Club: The faculty club has undergone extensive renovations. It has a flexible
use space with AV equipment and skyline views of Boston. We could use the faculty club
catering, which is quite good, though the prices are on the expensive side.

• Stata Center : The Boston Jet Physics Workshop (2014) was held in the Stata Center, that
the room we used has a maximum capacity of 90 people. There is a 300 people lecture hall
which is quite comfortable, and was used for a similarly sized workshop in 2010, though it
is not ideal for having group discussions. Stata has a number of secondary rooms we could
reserve for breakout discussions and a nice space for group lunches.

• MIT Media Lab: A new beautiful top floor conference space, though we would have to rent
AV equipment and it would likely end up being more costly than the faculty club. We are
trying to figure out if that could be made an a↵ordable option.

On the Harvard campus, we are considering:

• Je↵erson Laboratory : This is the building which houses the physics department. We have
had many successful conference here in the past, including the Boston Jet Physics Workshop
(2011), a Dark Matter workshop (2013), and recently AndyFest (2015) and GeorgiFest (2017).

1

[n=1]

2019


