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My name is Xavier Espinal. | obtained the physics degree in
2000 in Barcelona. Afterwards | started Doctoral Studies in
Particle Physics finishing in 2006 with a PhD in a Neutrino
Oscillations experiment in Japan (K2K). Member of ATLAS
computing and the PIC computing center in Barcelona WLCG
/Started my career at CERN in 2012 in the Data Storage group.

Currently | am the IT Technical Coordinator for experiments and
departments and working on the HL-LHC computing challenges
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https://home.cern/cern-people/updates/2012/12/remembering-wim-klein

CERN Data Centre passes the 200 petabyte
mllestone -- - |

‘Mélis'sa Gaillard : |

CERN's Data Centre (Image: Robert Hradil, Monika Majer/ProStudio22.ch)

On 29 June 2017, the CERN DC passed the milestone of 200 petabytes of data permanently archived in
its tape libraries. Where do these data come from? Particles collide in the Large Hadron Collider (LHC)
detectors approximately 1 billion times per second, generating about one petabyte of collision data per
second. However, such quantities of data are impossible for current computing systems to record and

they are hence filtered by the experiments, keeping only the most “interesting” ones. The filtered LHC
data are then aggregated in the CERN Data Centre (DC), where initial data reconstruction is performed,

and where a copy is archived to long-term tape storage. Even after the drastic data reduction performed
by the experiments, the CERN DC processes on average one petabyte of data per day. This is how
the the milestone of 200 petabytes of data permanently archived in its tape libraries was reached on 29

June.
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Breaking data re_cords.'bit By bit

by Harriet Jarlett
- ;

Magnetic tapes, retrieved by robotic arms, are used for long-term storage (Image: Julian Ordan/CERN)

B This year CERN’ ta centre broke its own record, when it collected more data than ever before.

During October 2017, the data centre stored the colossal amount of 12.3 petabytes of data. To put this
in context, one petabyte is equivalent to the storage capacity of around 15,000 64GB smartphones.
Most of this data come from the Large Hadron Collider’s experiments, so this record is a direct result of
the o i nce, the rest is made up of data from other experiments and backups.

“For the last ten years, the data volume stored on tape at CERN has been growing at an almost

exponential rate. By the end of June we had already passed a « :, with a total of 200
petabytes of data permanently archived on tape,” explains German Cancio, who leads the tape, archive

& backups storage section in CERN’s IT department.



Ground-breaking ceremony for the High-
Luminosity LHC sy Corne Primcrioan 11

by Corinne Pralavorio

The civil engineering work for the High-Luminosity LHC gets under way. Here we see the earthmovers at work on the new
80 metre access shaft at Point 5. (Image: Jullen Ordan/CERN)
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Software and computing

Time to
adapt for

2 big data

Radical changes in computing and software
are required to ensure the success of the LHC
and other high-energy physics experiments
into the 2020s, argues a new report.

# 88 wun

It would be impossible for anyone to conceive of carrying out a
particle-physics experiment today without the use of computers and

software. Since the 1960s, high gy physicists have pi d
the use of for data isiti i ion and analysis.
This hasn’t just accelerated progress in the field, but driven com-
puting technol Ily — from the devel of the World

Wide Web at CERN to the massive distributed resources of the
Worldwnde LHC Computing Grid (WLCG) that supports the LI 1C
For many years these d andthei g
complexity of dataanalysis rode a wave of hardware improvements
that saw computers get faster every year. However, those blissful
days of relying on Moore's law are now well behind us (see panel
overleaf), and this has major ramifications for our field.
The high-luminosity upgrade of the LHC (HL-LHC), due to
enter operation in the mid-2020s, will push the frontiers of accel-

,u A \ | 3 ~ erator and detector technology, bringing enormous challenges to
\ software and computing (CERN Courier October 2017 p5). The
scale of the HL-LHC datachallenge is staggering: the machine will

ST ||
i
The earthmovers are at work on the ATLAS site in Meyrin and at CMS in Cessy, digging the new shafts for ///I 7/ ,’”" “‘\“Y‘

i

the High-Luminosity LHC (HL-LHC). The start of the work for this new phase of the project was marked "’”"“’“"""""“““"' " ‘“"“‘ \ r < i collect almost 25 times more data than the LHC has produced up

by a ceremony held on 15 June, which was attended by VIP guests including the President of the State
Council of the Republic and Canton of Geneva, the Prefect of the Rhéne-Alpes-Auvergne region, the
Mayor of Meyrin, the Deputy Mayor of Cessy and representatives of CERN’s Member and Associate ,””m"" m”

Member States. // ll HI i

“All the chapters of CERN's history have begun with a shovel of earth, and each chapter has begun with the

i

promise of great progress in fundamental knowledge, new technologies that benefit society, and colIaboration ”m”
on a European and now a global scale. This was true of the Large Hadron Collider (LHC) and its experiments |
and it is true of the project for which we are gathered here today,” said Fabiola Gianotti, CERN Director-

General.

to now, and the total LHC dataset (which already stands at almost
1 exabyte) will grow many times larger. If the LHC's ATLAS and
CMS experiments project their current computing models to Run4
of the LHC in 2026, the CPU and disk space required will jump by
between a factor of 20 to 40 (figures 1 and 2).
Even with optimistic projections of ical

there would be a huge shortfall in computing resources. 'I'he WLCG
hardware budget is already around 100 million Swiss francs per
year and, given the changing nature of computing hardware and
slowing technological gains, itis out of the question to simply throw

Inside the CERN computer centre in2017.
(Image credit: J Ordan/CERN.)
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CMS CMS Experiment at the LHC, CERN
Data recorded: 2015-Sep-28 06:09:43.129280 GMT
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100 million channels
40 million pictures a second

Synchronised signals from
all detector parts
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Interaction Rate
~1 GHz

* L1: 40 million events per second

CALO MUON TRACKING

» Fast, simple information Bunch crossing rate
« Hardware trigger in a few micro seconds ‘ ) s
<100 kHZ s 5
* L2: 100 thousand events per second | = nionizers
- Fast algorithms in local computer farm = * * RoDs
» Software trigger in <1 second L === 3
* EF: Few 100 per second recorded for study

o0 O
= 000

- Data Recording
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Interaction Rate
~1 GHz

« L1: this is ~1 Petabyte per second!

CALO MUON TRACKING

- Cannot afford to store it Bunch crossing rate
« 1 year's worth of LHC data at 1 PB/s [ O
would cost few hundred trillion euros = %%
| ===
 Have to filter in real time to keep only | * * * RaDs
“interesting” data O HE N o

* We keep ~1 event in a million :
* Yes, 99.9999% is thrown away i
o0 O
I Bronos

 Final rate is O(Gigabyte per second)* i i

- Data Recording
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Data Processing
- Experiments sent 70 Petabytes of data in 2017 year

40 Petabytes from the four LHC experiments

- The LHC data is aggregated at the CERN data
centre to be stored and processed

a recorded on tapes at CERN on ithly ba
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CERN Data Center

Built in the 70s on the CERN site (Meyrin-Geneva)
- 3.5 MW for equipment

Extension located at Wigner (Budapest)

- 2.7 MW for equipment
- Connected to the Geneva CC with 3x100Gb links (21 and 24 ms RTT)

Hardware generally based on commodity

15,000 servers, providing 230,000 processor cores

90,000 disk drives providing 280,000 TB disk space

30,000 tapes drives, providing 0.4EB capacity (1LEB=1000PB)

‘ m Computacién en el CERN: al servicio de la ciencia y su impacto en la sociedad - Spanish WL
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CDC7600 SUPERCOMPUTER (1972)

60-bit word size and 36MHz processor

The computing centre was enlarged with the
installation of a CDC 7600, which is shown here
during its assembly in February 1972.

http://cerncourier.com/cws/article/cnl/24597

@ https://en.wikipedia.org/wiki’lCDC_7600
,v) https://videos.cern.ch/record/43172
https://videos.ce Ghlr .g’éfs}; June 2018
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http://cerncourier.com/cws/article/cnl/24597
https://en.wikipedia.org/wiki/CDC_7600
https://videos.cern.ch/record/43172
https://videos.cern.ch/record/43113
https://en.wikipedia.org/wiki/60-bit

CERN-DC 1974
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CERN Data Center
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Worldwide LHC Computing Grid (WLCG)

The Worldwide LHC Computing Grid (WLCG) Sy
is a global collaboration of more than 170 data ‘ (about 140)
centres around the world, in 42 countries

The CERN data centre (Tier-0) distributes the
LHC data worldwide to the other WLCG sites
(Tier-1 and Tier-2)

WLCG provides global computing resources
to store, distribute and analyse the LHC data

The resources are distributed — for funding
and sociological reasons

‘ @ Computacién en el CERN: al servicio de la ciencia y su impacto en la sociedad - Spanish WL
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the WLCG users

On average around 250,000 jobs
running concurrently

600,000 processing cores

15% of the WLCG computing
resources are at CERN’s data ce

500 petabytes storage available

worldwide

20-40-80-100 Ghit/s optical-fiber
links connect CERN to each of th
13 Tier-1 institutes

4

Worldwide

A community of 10,000 physicists arg




HL-LHC: a computing challenge

LHC / HL-LHC PI Luin
- Luminosity
a n LHC '
LHC
LS1 1514 TeV 14 TeV 14 TeV oy
8 TeV mmm Injockor uparads i HLAHC Ingtaliatign e
TTeV RZE projoct cll Eng. P1-PS inforaction e

risdiation
damage
T3 experiment maminal b rasity . ] experiment upgrade F_'_flw.‘ experiment upgrade HL- LHC:
nominal i N N
/. 1 — L el Phase2 x10 luminosity
Magnet Phase | Phase I
: ” ) integrated
EXs splice LALM | pgrades X upgrades (final luminosity
update (injectors) focus)
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HL-LHC: a computing challenge

M 5000 © 160.
o o
%) u GRID
= m ATLAS 50x today’s
u CMS | |
375.0 120, mLHCb evels
400 = ALICE 10x over
PBlyear what
. uCMS
250.0 in 2023 =ATLAS technology
(estimate alheo will provide
d)
125.0 l 40.
0.0 0. ;—___-

Run 1 Run 2 Run 3 Run 4 Run 1 Run 2 Run 3 RUN 4
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Future in Computing

Manage storage and computing continuous growth (budget and infrastructures)
Storage technologies evolution: HDD, SSD, Tapes
CPU speed and multicore/vector exploitation
Data Center engineering: optimize energy consumption (PUE and green IT)

- Provide to the experiments and the users the computing requirements while optimizing resources
Worldwide LHC Computing Grid (WLCG)

- Improve software performance
HEP (High Energy Physics) Software Foundation, HSF

- Data preservation:

“We are nonchalantly throwing all of our data into what could become an information black hole without realising it.” Vint Cerf, vice
president of Google and an early internet pioneer, February 2015

How to ensure that all the data collected and published is still readable by the next generations ... and how to make sense out of it
- CERN is leading a global effort for HEP, that others will inevitably face soon or later

q ‘ @ Computacién en el CERN: al servicio de la ciencia y su impacto en la sociedad - Spanish E
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CERN-IT: pushing boundaries

- CERN-IT impact on society through computing:

« Need for collaboration tools for Global Science led to invent the World Wide
Web

« Need for collaboration of computing resources for the Global LHC led to adopt
Grid Computing and first concept of Computing Clouds

« Need for sharing the results had led CERN to pave to way to open access to
documents and now data: LHC@home and CERN Opendata Portal

- Could these technologues have been originated somewhere else?

- Probably. But often we are faced to challenges 5 t010 years before others, pushed by the needs
of the detectors and accelerators. Pushed by fundamental science.

q ‘ @ Computacién en el CERN: al servicio de la ciencia y su impacto en la sociedad - Spanish E
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LHC@Home

« Simulations from ATLAS, CMS,
LHCb and Theory running under
CernVM and VirtualBox

« You can contribute by running
BOINC on your computer
outside working hours

- The BOINC client can be
configured to run 17:30-8:30 or
when your computer is idle
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http://Ihcathome.web.cern.ch/
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http://lhcathome.web.cern.ch/

open
CERN

CERN OPENDATA

i~
Explore more than 1 petabyte ° /
of open data from particle physics! / /

search examples: collision datasets, Eyv.-ords:educauon, mgy:?TszV /
.
L ]
Explore Focus on

datasets ATLAS ° .

software ALICE
environments CMS
documentation LHCb




Muchas gracias!
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