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• Some background information on the WG

• I will discuss only the WG activities of interest to the 
benchmarking WG

• Some preliminary results for application metrics on reference 
workloads
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Outline



• In a nutshell

– Address the various aspects of the process that starts from the data 
processing and analysis needs of the LHC experiments to determine their 
needs in terms of computing and storage resources (and their cost)

– Contribute to the reduction of the gap between our best estimates of the 
required and available future computing resources 

• More information

– https://twiki.cern.ch/twiki/bin/view/LCG/WLCGSystemsPerformanceModeli
ng

– https://indico.cern.ch/category/9733/

– Recent HEPIX talk by Pepe (slides)
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The working group

https://twiki.cern.ch/twiki/bin/view/LCG/WLCGSystemsPerformanceModeling
https://indico.cern.ch/category/9733/
https://indico.cern.ch/event/676324/contributions/2981708/attachments/1651197/2640970/16052018_Cost_and_Performance_Modeling_HEPiX_Madison_Workshop_JFlix.pdf


• Maintain a glossary of terms

• Collect reference workloads for each experiment

• Package the reference workloads with containers

• Define the best properties to characterise a workload

• Draft a cost evaluation process

• Design a toy model of a workload

• Compile a list of relevant performance analysis tools

• Set up a distributed testbed to run tests

• Create a simple resource calculation model

• Create models for the workloads at the HL-LHC scale
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Main tasks



• Each experiment provided one or more typical MC jobs to be used as 
“test subjects”
– Usually derived from recent production campaigns
– Covering the full MC processing chain
– All documented and tested

• This allows to apply software profiling and system performance tools 
on a fixed target
– Updated only when needed (e.g. to use more performant, but still 

production software versions)
– NOT intended to test future improvements
– Worthy candidates for a potential HEP benchmark?

• Some of them require input files (to be packaged with benchmark) and all of them access CVMFS

• Workloads classified as CPU intensive or I/O intensive or both
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Reference workloads



• ALICE
– pp collision generation, simulation and reconstruction
– Tarball available (1 event by default)

• ATLAS (docs)
1. Geant4 simulation

1. Input: local EVNT file from event generation

2. Digitisation and reconstruction
1. Sub-steps: HITtoRDO, RDOtoRDOTrigger, RAWtoESD+ESTtoAOD, merge
2. Input: local HITS files from MC simulation + local pile-up HITS

3. Derivation
1. AODtoDAOD (multiple DAOD)
2. Input: local AOD

– Now optionally also remote access from EOS
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ALICE and ATLAS

http://alimonitor.cern.ch/download/ALICE_pp.tar.gz
https://docs.google.com/document/d/1MH2sX-cczMR2Il-qS8Rq758835FRclnkAcNawu13Dls/edit


• CMS (docs)
1. GENeration-SIMulation (ttbar events)
2. Digitisation, trigger and pileup

1. Input: remote access via xrootd

3. Reconstruction and analysis data creation
1. Input: remote access via xrootd

• LHCb (docs)
1. Gauss: generation and G4 simulation
2. Boole: digitisation
3. Moore: trigger emulation
4. Brunel: offline reconstruction
5. DaVinci: stripping
– All steps chained together in the same job
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CMS and LHCb

https://docs.google.com/document/d/1k6K4HHUrVdy3EFSM_QUNvECDslwxydE5L42zpFyjOY0/edit?usp=sharing
https://github.com/atrisovic/lhcb-montecarlo-demo


• Two-fold task

– Choose which properties we consider most useful to describe a 
workload

– Have tools to automate the collection and analysis (e.g. plotting) of 
these properties (metrics)

– Iterative process: choose metrics, measure them, assess their 
usefulness, add more metrics
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Properties to characterise workloads
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Metric lists: CPU and memory

From HSF/WLCG workshop 2018
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Metric lists: IO and network

From HSF/WLCG workshop 2018



• Tool to monitor resource consumption of a process and its children 
(repository)
– Derived from ATLAS’ MemoryMonitor but made completely application-agnostic
– Main developers: Graeme S. and Serhan M.
– Version 1.0.0 released, soon will add binaries for download

• Metrics included cover most of what is in the previous tables
– VMEM, RSS, PSS
– rchar/wchar (bytes read/written by the process) , read_bytes/write_bytes (bytes 

read/written from/to the storage layer)
– User time, system time, wallclock time
– xx_bytes, tx_bytes, rx_packets, tx_packets

• Already applied to most of the reference workloads
– Using 8 processes/threads when applicable
– (CMS RECO and LHCb still to be done…)

11

prmon

https://github.com/HSF/prmon
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ATLAS simulation
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ATLAS Digi+Reco
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ATLAS derivation
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CMS GENSIM
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CMS DIGI
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ALICE pp
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Metric summary

Type Events Duration 
(hours)

CPU 
efficiency 
(%)

PSS/process 
or thread 
(MB)

Disk read 
rate (kB/s)

Disk write 
rate (kB/s)

Network 
traffic 
(kB/s)

ATLAS sim 1000 9.4 98 500 140 70 negligible

ATLAS digi 
reco

2000 4.0 84 1500 2600 1900 negligible

ATLAS 
derivation

? 2.3 96 1400 5600 580 negligible

CMS 
GENSIM

500 0.5 97 200 600 240 negligible

CMS DIGI 
premix

500 0.25 58 400 1600 1900 3300

ALICE pp 1 0.3 100 700 600 60 negligible



• Trident (see next talk by Servesh)

• Comprehensive review from at Naples workshop (slides)
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Other performance analysis tools

Tool CPU Memory IO System App Overhead Annotate
Need 

recompile

Linux perf ✔ ✔ ✔ ✔ ✔ ✔ ✘

gperftools ✔ ✔ ✘ ✘ ✔ ✔ ✘

gprof ✔ ✘ ✘ ✘ ✔ ✔ ✔

valgrind ✔ ✔ ✘ ✘ ✔ ✔ ✘

iostat ✔ ✘ ✔ ✔ ✘ ✘ ✘

vmstat ✔ ✔ ✔ ✔ ✘ ✘ ✘

/proc ✔ ✔ ✔ ✔ ✔ ✘ ✘

ICC Report ✔ ✔ ✘ ✘ ✔ ✔ ✔

VTune ✔ ✔ ✘ ✘ ✔ ✔ ✘

Advisor ✔ ✔ ✘ ✘ ✔ ✔ ✘

prmon ✔ ✔ ✘ ✘ ✔ ✘ ✘

IgProf ✔ ✔ ✘ ✘ ✔ ✔ ✘

MALT ✘ ✔ ✘ ✘ ✔ ✔ ✘

NUMAPROF ✘ ✔ ✘ ✘ ✔ ✔ ✘

FOM ✘ ✔ ✘ ✘ ✔ ✔ ✘

Trident ✔ ✔ ✔ ✔ ✘ ✘ ✘

https://indico.cern.ch/event/658060/contributions/2907205/attachments/1624541/2586472/20180328-WLCG-HSF-Worskshop-UP.pdf


• Several points of interaction between the two working groups

• Application characterisation should be done coherently

– To be applied also to prospective HEP benchmarks

• Prmon proposed as the place where to centralise the collection 
of systems performance metrics

– In particular for new development, it can coexist with other tools
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Conclusions


