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• Work done by HEPiX IPv6 Working Group and WLCG IPv6 Task Force 
and many others such as site admins, CERN and VO central support 
teams

• Many slides taken from recent HEPiX IPv6 Working Group face to face 
meeting
• https://indico.cern.ch/event/676532/

• The main motivation is to make the data at the site accessible by 
clients running on IPv6-only machines
• WLCG might get an offer of opportunistic CPU resources which are IPv6-only
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https://indico.cern.ch/event/676532/
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Fraction of endpoints listed in the CERN central BDII (lcg-bdii.cern.ch) where the DNS returns a dual-stack IPv6-IPv4 
(A+AAAA) resolution (green line) or an IPv6-only resolution (blue line). (http://orsone.mi.infn.it/~prelz/ipv6_bdii/). 
See also corresponding results from the LHC Expts VO feeds (http://orsone.mi.infn.it/~prelz/ipv6_vofeed/)

WLCG hosts status
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SURFsara

http://orsone.mi.infn.it/~prelz/ipv6_bdii/
http://orsone.mi.infn.it/~prelz/ipv6_vofeed/
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CERN Storage update
(Hervé Rousseau)
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Herve Rousseau (CERN)
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https://tinyurl.com/ok773t2

Non-LHCOPN/non-LHCONE traffic
February 2018



Tier-1 Status

https://hepix-ipv6.web.cern.ch/sites-connectivity

• All Tier 1, except KR-
KISTI-GSDC, are now 
peering with LHCOPN 
over IPv6

• Dual-stack storage 
slowly being deployed 
e.g. RAL Echo storage 
made dual-stack last 
week

• Transferring over IPv6:
IN2P3, INFN, JINR, 
NDGF, RAL, SARA, 
ASGC, pic

• Transferring over IPv4:
BNL, KIT, RRC-KI, FNAL, 
NIKHEF, TRIUMF

• FTS servers IPv4: 
FNAL, BNL
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https://hepix-ipv6.web.cern.ch/sites-connectivity


Tier-2s: GGUS tickets submitted to all Tier-2 sites
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• Request to deploy dual-
stack perfSONAR and 
storage by end of Run 2 
(end of 2018)

• Submitted tickets 
requesting timescale for 
deployment of IPv6 and 
details of steps

• Following up with 
assistance, checking etc



IPv6 update LHCOPN/LHCONE meeting Abingdon March 2018 12

GGUS ticket details:
https://tinyurl.com/y9tfd5oo

https://twiki.cern.ch/twiki/bin/view/LCG/WlcgI
pv6#WLCG_Tier_2_IPv6_deployment_stat

https://tinyurl.com/y9tfd5oo
https://twiki.cern.ch/twiki/bin/view/LCG/WlcgIpv6#WLCG_Tier_2_IPv6_deployment_stat


IPv6 update LHCOPN/LHCONE meeting Abingdon March 2018 13

0%

5%

10%

15%

20%

25%

30%

35%

40%

12/1/17 1/1/18 2/1/18

WLCG Tier2 IPv6 status

No reply On hold In progress Done

7 Dec 16 Jan 26 Feb



IPv6 update LHCOPN/LHCONE meeting Abingdon March 2018 14

Transfers over IPv6 
appear to be more 
efficient –
investigating why

Approximately 12% 
of data transferred 
in the last 30 days 
went over IPv6

FTS transfer monitoring

https://monit-grafana.cern.ch/

https://monit-grafana.cern.ch/
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11% of total is IPv6

Now – ISGC2018
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From NDGF-T1 to pic
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Marian Babik (CERN)

https://tinyurl.com/y8ftd9sh
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• WLCG LHCOPN, USATLAS USCMS are now also testing over IPv4 & IPv6 where possible 
• LHC VO meshes still testing over IPv4 – will be addressed soon
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webui/index.cgi?dashboard=OPN%20Mesh%20Config



• USCMS, USATLAS (and Belle-II) now also testing over IPv6 where enabled 
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ETF
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Jobs are sent to a WN at each site 
to read 1GB, 2GB and 3GB files 
from each site's SE using various 
protocols. The files have been 
previously replicated to all SEs. 
The table shows average 
bandwidth computed from the 
times taken for each combination 
(including the local SE).

Transfers are made with lcg-cp, 
gfal-copy, curl and xrdcp over IPv4 
and IPv6 (where relevant) 

UK GridPP Dirac Network Test Results

http://pprc.qmul.ac.uk/~lloyd/gridpp/ukgrid.html

http://pprc.qmul.ac.uk/~lloyd/gridpp/nettest_lcg.html

Recording percentage of UK storage 
available over IPv6 (currently 43%)
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Q: is IPv6 faster or 
slower than IPv4?



Summary

• WLCG needs to be ready for any opportunistic IPv6-only CPU resources

• Tier-1s should be providing production storage accessible over IPv6 by April 
2018 (8/14 are currently able)

• Tier-2s by the end of 2018 (~20% done)

• ATLAS now running production jobs on IPv6-only worker nodes

• CERN EOS instances are now all dual-stack

• Approximately 12% of FTS transfers go over IPv6 (which appear more 
efficient/reliable)

• 111/271 perfSONAR hosts now reporting IPv6-enabled

• OPN, USCMS, USATLAS, UK and Belle II perfSONAR meshes now dual-stack

• Some interest in examining performance of IPv6 compared to IPv4
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