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Agenda
• Deployment

– Git + Gitlab
– Gradle
– Ansible
– Jenkins
– SonarQube
– OpenStack
– Nxcals deployment flow

• Monitoring
– Monit
– Prometheus
– Alertmanager
– Grok
– ElasticSearch
– Filebeat + Logstash
– Grafana
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Git + Gitlab

• Used as:

– DVCS for project code management
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Git + Gitlab
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Git + Gitlab

• Used as:

– DVCS for project code management

– Code review tool

10/25/2017 CERN - BE/CO 5



Git + Gitlab
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Git + Gitlab

• Used as:

– DVCS for project code management

– Code review tool

• Generale positive impression

– With big merge requests web interface works 
slowly
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Branching model
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master

feature-x

develop

feature-y

release - z

Developer’s 
responsibility

Automated



Gradle

• Builds Java, Javascript (npm) 
& Python (PyGradle)

• Using ./gradlew wrapper

– to configure the gradle & build

– don’t need gradle installed upfront

• Integrates with Idea Intellij
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Ansible

Ansible is a radically simple IT automation engine that 
automates cloud provisioning, configuration 
management, application deployment, intra-service 
orchestration, and many other IT needs.
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Ansible

• Where to put project configuration so it stays
agnostics from environment?

• How to provision and deploy with minimal
developers effort?
– How to do it in secure way?
– How to do it on multiple machines on multiple

environments?
– How to make it idempotent?
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Ansible
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hosts.yml vars.yml



Ansible
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install-java.yml



Ansible
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playbook.yml



Ansible
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ansible-playbook -i /path/to/inventory playbook.yml



Jenkins

• Full automation of builds & deployments
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SonarQube

• Continous Inspection tool.

• SonarQube provides the capability to not only
show health of an application but also to 
highlight issues newly introduced.
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SonarQube
1. Create Quality Profile out of available rules

– "equals" methods should be symmetric and work for subclasses
– Neither "Math.abs" nor negation should be used on numbers that could be "MIN_VALUE"
– Public method without javadocs

2. Assign profile to your project (or use default)
3. Create Quality Gate

– Minimum test coverage
– Maximum code smells

4. Assign Quality Gate to your project (or use default)
5. Decide when and how to run your SonarQube analysis

– Intellij plugin
– Gralde plugin
– Jenkins plugin

10/25/2017 CERN - BE/CO 18



SonarQube
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OpenStack(.cern.ch)

• IaaS

• Very easy to use

• Satisfy the need for multiple environments

– Each developers own environment

– Test

– Staging
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Software Engineering Process

• Create feature branch -> code & test -> create
merge reqest -> merge

• Jenkins + Gradle + Ansible will do the rest
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CI/CD Pipeline Developer’s Part

• Code & test
• Deploy to your environment (running ansible

script)
• Integration test & monitoring
• If every thing is fine create merge request
• Apply sugested changed
• Merge
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CI/CD Pipeline Automation
• Jenkins TEST plan picks it up and follows steps:

– Checks out Git repo (uses developbranch)
– Builds the entire system (using Gradle)
– Runs it via quality gates (like tests, coverage, etc)
– Puts the artifacts in ds-development-local repo 

(Artifactory plugin)
– Deploys to TEST Openstackenvironment (using Ansible)
– Does that continuously for every commit to warn early about 

failures
– This does not get released, just produces SNAPSHOTs
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CI/CD Pipeline Automation
• Jenkins STAGING plan executes once per day in the evening

– Git checkout from develop branch
– Creates a release branch, removes the SNAPSHOT from version
– Builds, runs the junit & coverage QA gates
– Deploys to STAGING environment using Ansible
– Waits for compaction 12h (very specific to NXCALS)
– Executes Full Integration Tests Suite
– If all fine asks for user input – do we want to promote this build to production?
– If yes it moves (promotes) the build artifacts (jars, zips) between staging repository 

to production repository in Artifactory
– Merges the release branch into master branch
– Updates the SNAPSHOT version in develop branch to the next one
– Deploys the pro version to PRODUCTION environment using Ansible
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CI/CD Pipeline Automation

• Remarks:
– Artifacts are build once and 

and versions traceable to exact git revisions

– Developer does not do any releases from 
local dev machine Jenkins does it better for 
him/her

– Requiers clustering & rolling updates
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Monitoring



Monit
•Monit is a utility 
for managing and monitoring processes, programs, files, directories and filesy
stems on a Unix system. Monit conducts automatic maintenance and repair 
and can execute meaningful causal actions in error situations.

• In NXCALS we use monit to:
– Start/stop/monitor our processes
– Send alerts on actions, states, conditions etc.

• Not very reactive when launching stuff in parallel, 
sometimes causes deployment problems and makes it just longer
– Waiting for version 6 to fix this issue
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Monit
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Prometheus
• Ingests ALL the metrics by Pulling the targets via web end 

point
• Non-intrusive with provided java JMX exporter
• Metrics in easy, text format
• Metrics have dimensions (“labels”)
• Rule engine with many useful functions

– rate( total_rec_count { process=“ds-lhc” } [1s] )
– Derived metrics easily defined

• Alert engine based on signals -> Alertmanager
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Prometheus
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Prometheus
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Alertmanager

• Receives alerts from Prometheus (or other 
source)

• Processes them by:
– Grouping by configurable types

– Deduplication

– Throttling (avoid spamming)

– Sending to predefined “sinks” (email, sms, etc)
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Grok

• Problem: count errors or expose 
fields from logs (as Prometheus metrics)

– Publicly available ones can trace only one file at 
the time

– Had to write our own using Apache Tailer
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Grok

• A little process that greps the log files 
and searches for patterns

• Exposes them via JMX

• Than it is easy with JMX Prometheus exporter
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Filebeat + Logstash

• Filebeat scraps logs from all services on the 
machine and sends them to Logstash

• Logstash uses ElasticSearch as a sink 

– Sending directly from Filebeat to ES was causing 
communication problems
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Elastic Search

• NXCALS 16 micro-services x 5 
machines x 13 envs

• Sending all the logs there using filebeats and 
logstash

• Browsing the logs from Grafana
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Grafana

• Dashboard visualization application

• Gets data from:

– Prometheus

– ElasticSearch

• Possibility to generate dashboards 
using Ansible
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Grafana
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Grafana
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Thank you!

Questions?


