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✦ Distributions of the strange quark remain poorly known; even not 
conclusive if the strangeness are suppressed as comparing to u/d 
sea-quarks or not

Fixed-target exp.: dimuon production in CCFR, NuTeV, CHORUS, NOMAD 

LHC exp.: inclusive W/Z production, W+charm production 
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Figure 60: The ratio of strange to non–strange sea quarks Rs(x,Q2), Eq. (128), as a function of x for Q = 1.38 GeV
(left plot) and for Q = 100 GeV (right plot).

x ' 0.1 and above. We can expect future data from the LHC and elsewhere to help shed some light on this
important issue.

6.4. The charm content of the proton
The charm content of the proton (see [490] for a recent review) is a topic that has recently received quite

a lot of attention, in particular with the development of more sophisticated theoretical and methodological
treatments of the charm quark PDF, moving beyond the assumption where charm is entirely generated by
perturbative DGLAP evolution [55, 56]. In this respect, the NNPDF collaboration advocates that the charm
PDF should be treated on an equal footing to the light quarks in global fits [56], and this leads to a reduced
mc dependence of important collider cross-sections as well as improves the agreement with high–precision
data. On the other hand, the CT group [55] argues that a non-zero charm PDF at the initial parametrization
scale Q0 must have a process-dependent twist-4 component that is not suppressed by the usual Q2 and
W2 kinematic cuts. From the phenomenological point of view, these and related approaches, reviewed in
this section, allow for improved comparisons with non–perturbative models of the charm content of the
proton [490].

As discussed in Sect. 4.1, there are two di↵erent approaches to treating the charm PDF within a PDF
analysis. On the one hand, one can assume that the charm PDF is generated entirely from perturbative
evolution, and thus compute the charm PDF from the gluon and light quark PDFs starting from the charm
threshold µc ' mc by means of the DGLAP evolution equations. On the other hand, it is also possible
to release this assumption and treat the charm PDF on an equal footing to the light quark PDFs, namely
introducing a functional form for c(x,Q0) with parameters to be determined by experimental data.

Until recently, in most global fits the charm PDF was generated using perturbative evolution, and then
separately, in dedicated intrinsic charm studies, variants of these global fits were performed with specific
models for the charm PDF. In these studies, the parameters of the model charm PDF, typically its overall nor-
malization, were constrained by experimental data, see for instance Refs. [55, 458, 491, 492]. An alternative
approach is taken by the NNPDF3.1 global analysis, which fits the charm PDF using the same parametriza-
tion as for the light quarks. When the charm PDF is fitted, the dominant constraints arise from processes
sensitive to initial–state charm, such as the charm structure functions of the EMC experiment [174], other
fixed–target DIS datasets, and collider electroweak gauge boson production.

109

Figure 59: The ratio of strange to non–strange sea quarks Rs(x,Q2), Eq. (128) for x = 0.023 and Q2 = 1.9 GeV2.
We compare the results of various global PDF fits with those of the ATLAS/xFitter interpretation study as well as
with those of a NNPDF3.1 fit based on the same dataset as the ATLAS study. The vertical lines indicate two possible
scenarios for the strange PDFs, namely a suppression of size Rs ' 0.5 and a strange sea which is symmetric with the
non–strange light quark sea, RS ' 1.

well as with those of a NNPDF3.1 fit based on the same dataset as the ATLAS study. The vertical lines
indicate two possible scenarios for the strange PDFs, namely a suppression of size Rs ' 0.5 and a strange
sea which is symmetric with the non–strange one, RS ' 1. We can observe that the four PDF sets considered
here exhibit a preference for a suppressed strangeness. On the other hand, this comparison also shows that
if only the HERA and ATLASWZ11 data are considered, the NNPDF3.1 analysis yields an unsuppressed
strangeness, although with PDF uncertainties rather larger than those from the xFitter analysis. This
comparison demonstrates that the opposite pull between the low–energy neutrino data and the high–energy
collider data is genuine, although the tension is only at the 1– or 2–� level, as indicated by the fact that the
NNPDF3.1 global and HERA+ATLASWZ11 results agree within PDF uncertainties.

One restriction of the comparison summarised in Fig. 59 is that it is restricted to a specific point x '
0.023. To bypass this limitation, in Fig. 60 we therefore show the Rs(x,Q2) ratio as a function of x both at
low and at high scales. There are a number of interesting features that can be observed from this comparison.
First, we can see that DGLAP evolution automatically increases the value of Rs as we go to higher scales,
in particular at medium and small x; as we go to higher values of Q the sea component dominates over
the valence components. Second, we find a consistent strangeness content for the four groups in most of
the range of x, although the size of the corresponding uncertainties in each case can vary by a significant
amount. Another important point from this comparison is that clearly any statement about whether or not
strangeness is suppressed depends on the region of x that is being considered. For instance, in the MMHT14
case for Q = 1.9 GeV2 the value of Rs changes from around 0.4 at x ' 0.1 to around 0.8 for x ' 0.007.
So di↵erent x regions exhibit di↵erent amounts of suppression with respect to the light sea quarks, and
therefore the question of the suppression (or lack thereof) of the strange PDF is a more nuanced issue than
is sometimes stated. In any case, it is clear from the comparison of Fig. 60 that a symmetric strange sea in
the entire range of x is not favoured by any of the four fits shown here, in particular in the region around
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different preferences observed though might not be so significant due to 
possible large uncertainties, e.g., Alekhin+ 2017

[JG, Harland-Lang, Rojo, 2017]
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✦ Charm-quark production in charged-current neutrino DIS on iron 
target with subsequent inclusive decays of charm to muon

Figure 5: Left plot: D meson production in CC neutrino-induced DIS. This is known as the ‘dimuon’ process, since
events are tagged when the D meson decays semi–leptonically, with the pair of oppositely–charged muons providing
a clean signature. Right plot: charm production in neutral current DIS at leading order proceeds via the photon–gluon
fusion process, highlighting its sensitivity to the gluon PDF.

• Charm production in neutrino–induced DIS. This process is often referred to as dimuon production,
since the charm quark hadronizes into a D meson which then decays semi–leptonically, see Fig. 5.
Data has been taken by the CCFR and NuTeV [179, 180] and and CHORUS [181] collaborations
on the same nuclear targets as the corresponding inclusive measurements, and also by the NOMAD
collaboration [182].

For the DIS measurements from the HERA lepton–proton collider we have:

• The final measurements of the NC and CC di↵erential cross sections using electron and positron
projectiles from the combination of the Run I and Run II data–taking periods [34].

• The latest heavy flavour measurements from HERA include the combined NC cross sections of
charm production in DIS, e�c [183] and the H1 and ZEUS data on the bottom structure function
Fb

2(x,Q2) [184, 185].

This HERA legacy combination of DIS inclusive structure functions supersedes all previous inclusive
measurements from H1 and ZEUS, including the Run I combined dataset [124] as well as the separate mea-
surements by the two experiments from Run II [186–189]. The impact of replacing these individual datasets
by the final HERA combination of inclusive structure functions has been studied by di↵erent groups [190–
192], and is found to be quite moderate in general. We also note that previous measurements of the longitu-
dinal structure function FL by the H1 and ZEUS collaborations [187, 193, 194] are now superseded by the
final inclusive HERA combination.

Theoretical calculations and tools
The coe�cient functions of the DIS structure functions in the NC case are available up to O

⇣

↵3
s

⌘

in the
massless limit [195, 196], and up to O

⇣

↵2
s

⌘

taking into account heavy quark mass e↵ects [197, 198], though
there has been considerable recent progress towards the completion of theO

⇣

↵3
s

⌘

calculation of massive DIS
structure functions [199, 200], in particular of the terms that dominate in the Q2 � m2 limit. For charged
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Fig. 11. Final ratio Rµµ between charm dimuon cross-section and inclusive νµ CC
cross-section as a function of x-Bjorken. Both statistical and systematic uncertain-
ties are shown and a bin centering correction was applied. The bottom plot gives the
relative statistical (black curve) and systematic (green band) uncertainties in per-
centage. The solid curve represents the result of our QCD fit to NOMAD and E531
data, while the dashed line describes an analytical calculation fully independent from
NOMAD data and based upon the cross-section model of Section 6.1.
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theoretically charm-quark production has been calculated to NLO in QCD by 
T. Gottschalk (1981) and M. Gluck+(1997) in a closed analytic form  

charm dimuon production in neutrino charged current interactions. In Sec-
tion 3 we describe the neutrino beam and the NOMAD detector used for our
measurement. Section 4 explains our event selection and the corresponding
cuts. In Section 5 and Section 6 we describe the analysis scheme used for
our precision measurement and the unfolding procedure needed to extract
the final cross-sections, respectively. We present our final NOMAD results in
Section 7 and provide a detailed discussion of systematic uncertainties in Sec-
tion 8. Section 9 discusses the extraction of charm production parameters and
of the strange quark sea content of the nucleon from NOMAD data. Finally,
Section 10 gives a summary of the main results achieved.

2 Charm dimuon production in neutrino interactions

The differential cross section for charm quark production in CC neutrino DIS
off nucleon or nuclear target can be written as:

dσν
c

dxdy
=

G2
FME

π(1 +Q2/M2
W )2

[(

1− y −
Mxy

2E

)

F ν
2,c(x,Q

2)+

+
y2

2
F ν
T,c(x,Q

2) + y
(

1−
y

2

)

xF ν
3,c(x,Q

2)

]

, (1)

where x, y, and Q2 are common DIS variables, E is the neutrino energy,
GF is the Fermi constant, M and MW are the nucleon and W -boson masses,
respectively, and F ν

2,T,3 are the corresponding structure functions (SFs). For
an isoscalar target, assuming the usual isospin relations between the proton
and neutron quark distributions, we have in the LO QCD approximation 7 :

F νN
2,c (x,Q

2) = 2ξ

[

|Vcs|2 s(ξ, Q2) + |Vcd|2
u(ξ, Q2) + d(ξ, Q2)

2

]

,

F νN
T,c = xF νN

3,c =
x

ξ
F νN
2,c , (2)

where u, d, s are the light quark distributions in the proton, ξ = x(1+m2
c/Q

2)
is the slow-rescaling variable appearing in the kinematics of 2 → 2 parton
scattering with one massive particle in the final state [10], and mc is the
charm quark mass. The values of the CKM matrix elements Vcs = 0.97334
and Vcd = 0.2256 [11] suggest that the strange quark contribution dominates

7 We give the Leading Order (LO) approximation for illustration purpose only. The
entire analysis described in this paper is performed in the Next to Leading Order
(NLO) or Next to Next to Leading Order (NNLO) approximation, including both
the cross-section calculation and the acceptance corrections.

5

data has to be corrected for 
acceptance and unfolded to 
quark level with MCs and 
model of fragmentations

[NOMAD, 2013]
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✦ Calculations beyond next-to-leading order are needed for charm-
quark production in charged-current neutrino DIS to control the 
perturbative uncertainties

small Q2, αs large

large gluon contributions at low-x

accidental cancellations at NLO

NNLO are required due to:
single differential
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Framework of the NNLO calculation

�
��
unres.

=

Z ⌧cut

0
d⌧

Z 1

0
dz �̂0(z)H(Q,mt, µ)

Z
d⌧c d⌧sBq(⌧c, z, µ)S(⌧s, µ)�(⌧ � ⌧c � ⌧s)

+O(⌧cut ln
k ⌧cut)

✦ A generalization of phase-space slicing method to NNLO is utilized 
with fully differential Monte Carlo integrations

factorization in soft-collinear effective theory

Hard function Beam function Soft function

for τ>τcut, at most singly-unresolved, 
can be dealt with NLO techniques

for τ<τcut, QCD radiations are 
unresolved, �

��
unres.

=

Z ⌧cut

0
d⌧

Z 1

0
dz �̂0(z)H(Q,mt, µ)

Z
d⌧c d⌧sBq(⌧c, z, µ)S(⌧s, µ)�(⌧ � ⌧c � ⌧s)

[RV] + [RR]

[VV] + [RV] + [RR]

[Berger, JG, Li, Liu, Zhu, 2016]

slicing 
variable

phase space slicing
(in heavy-quark vertex)

2

we employ phase-space slicing at NNLO [30], which is
a generalization of the qT -subtraction concept of Catani
and Grazzini [25]. Specifically, we use N-jettiness vari-
able of Stewart, Tackmann and Waalewijn [31] to divide
the final state at NNLO into resolved and unresolved re-
gions. Phase-space slicing based on this observable is also
dubbed the N-jettiness subtraction. For recent applica-
tions of N-jettiness subtraction, see Refs. [32, 33]. We
define

τ =
2 pX · pn
Q2 +m2

t

, pn =
(

n̄ · (pc − q)
)nµ

2
(1)

where mc denotes the charm quark mass, n = (1, 0, 0, 1)
specifies the direction of the incoming hadron in the cen-
ter of mass frame, and n̄ = (1, 0, 0,−1) denotes the op-
posite direction. Following Ref. [34], we call τ 0-jettiness
in this work. We refer to the region τ ≪ 1 as unresolved,
while the region τ ∼ 1 as resolved. We discuss the calcu-
lation of cross section in these two regions separately.

In the unresolved region, pX · pn ∼ 0, i.e., pX con-
sists of either soft partons, or hard partons collinear to
incoming hadron, or both. Using the machinery of soft-
collinear effective theory (SCET) [35–38], one may show
that the cross section in this region obeys a factorization
theorem [39, 40]:

dσfact.

dτ
=

∫ 1

0

dz σ̂0(z)
∣

∣C(Q,mc, µ)
∣

∣

2
∫

dτn dτs (2)

× δ(τ − τn − τs)Bq(τn, z, µ)S(τs, n · v, µ)

where σ̂0(z) is the LO partonic cross section for the reac-
tion s(zpN)+ νµ(pνµ

) → c(pc)+µ−(pµ−). C(Q,mc, µ) =
1 + O(αs) is the hard Wilson coefficient obtained from
matching QCD to SCET. It encodes all the short distance
corrections to the reaction. Collinear radiation and soft
radiation are described by the beam Bq(τn, z, µ) and soft
functions S(τs, n ·v, µ). At LO they have the simple form

Bq(τn, z, µ) = δ(τn)fs/N (z, µ), S(τs, n · v, µ) = δ(τs)

where fs/N (z, µ) is the PDF.
The factorization formula Eq. (2) provides a simpli-

fied description of the cross section, fully differential in
the leptonic part and heavy quark part, and correct up
to power corrections in τ . The 0-jettiness parameter τ
controls the distance away from the strictly unresolved
region, τ = 0. In fixed order perturbation theory, dσ/dτ
diverges as αk

s ln
2k−1 τ/τ , as a result of incomplete can-

cellation of virtual and real contributions. The strength
of SCET approach to describing the unresolved region is
that each individual component in the factorization for-
mula Eq. (2) has its own operator definition and can be
computed separately.

All the ingredients needed in this Letter have been
computed through two loops for different purposes.
Specifically, the hard Wilson coefficient can be obtained

by crossing the corresponding hard Wilson coefficient
calculated for b → uW− decay [41–44]. The two-loop
soft function and beam function have been calculated in
Refs. [45, 46]. After substituting the two-loop expressions
for the individual components into Eq. (2), we obtain the
desired two-loop expansion of the cross section in the un-
resolved region [40].

In the resolved region, besides the beam jet, there is at
least one additional hard jet with large recoil against the
beam. While we don’t have a factorization formula in this
region, the soft and collinear singularities are relatively
simple. Owing to the presence of the hard recoil jet, there
is at most one parton which can become soft or collinear.
A singularity of this sort can be handled by the stan-
dard methods used at NLO. The relevant ingredients are
a) one-loop amplitudes for charm plus one jet production
which we take from [47] and cross check with GoSam [48],
b) the tree-level amplitudes for charm plus two jet pro-
duction [49], and c) NLO dipole subtraction terms [50]
for canceling infrared singularities between one-loop and
tree-level matrix elements.

After introducing an unphysical cutoff parameter δτ ,
we combine the contributions from the two phase space
regions,

σ =

∫ δτ

0

dσfact.

dτ
+

∫ τmax

δτ

dσ

dτ
+O(δτ ). (3)

Power corrections in δτ come from the use of factor-
ization formula in the unresolved region. In order to
suppress the power corrections, a small value of δτ
is required. On the other hand, the integrations in
both the unresolved and resolved regions produce large
logarithms of the form αk

s ln
2k δτ at NkLO. The integral

over τ can be done analytically in the unresolved region.
In the resolved region, the large logarithms of ln δτ result
from numerical integration near the singular boundary of
phase space, resulting in potential numerical instability.
A balance has to be reached between suppressing power
corrections in δτ and reducing numerical instability.

Numerical results. We first present our numerical re-
sults for the total cross section. We use CT14 NNLO
PDFs [51] with Nl = 3 active quark flavors and the as-
sociated strong coupling constant. We use a pole mass
mc = 1.4 GeV for the charm quark, and CKM matrix
elements |Vcs| = 0.975 and |Vcd| = 0.222 [52]. The renor-
malization scale is set to µ0 =

√

Q2 +m2
c unless other-

wise specified. In Fig. 1 we plot the NNLO corrections to
the reduced cross section [16] of charm-quark production
in DIS of neutrino on iron, as a function of the phase-
space cutoff parameter δτ .1

1 Throughout this paper we do not include higher-twist effects,

pX
p1

p⇤

pX

ps*pn

C
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✦ Good convergence of the perturbative expansions are found for 
individual channels; net corrections at NNLO are comparable to 
NLO corrections
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Figure 3: QCD corrections at di↵erent orders separated into partonic channels for a di↵eren-

tial reduced cross section in Bjorken x for charm (anti-)quark production from (anti-)neutrino

scattering on iron target.

MMHT2014 [16] and NNPDF3.0 [69]. A similar cancellation has also been observed in the

calculation for t-channel single top quark production [70]. The size of NNLO corrections are

smaller than the NLO ones for the individual partonic channels indicating good convergence

of the perturbative expansion. However, the cancellation between the two channels is much

mild at NNLO which results in a net correction as large as the NLO one. For this reason

we expect the corrections from even higher orders to be smaller than the NNLO corrections.

The left plot in Fig. 3 shows results for charm quark production for which the situation is

similar at low-x region. At high-x the correction from gluon channel flattens out due to the

smaller size of gluon PDF as comparing to d-valence PDF, and the net correction is small

and positive at NNLO.

We further calculate the double di↵erential reduced cross sections in x and y as was

measured by various experimental groups. We choose the kinematics and neutrino energies

as those in CCFR [11] measurement. In Fig. 4 we plot ratios of various predictions to the

LO di↵erential cross sections for charm quark production with three di↵erent energies and

each with three choices of y. Here we use a charm-quark mass of 1.3 GeV. The solid and

dotted curves correspond to using scales of µ0 and 2µ0. Note the LO cross sections in the

denominator are always evaluated with the scale µ0. For the nominal scale choice (µ0) the

NNLO corrections are about �10% at x ⇠ 0.02 and a couple of percents at x ⇠ 0.3. The size

of QCD corrections increases with y in low-x regions. Dependence on the beam energy is in

the opposite direction and is weaker in general. Scale dependence of the NNLO predictions

are slightly weaker than those of the NLO predictions at small-x. In moderate and large-x

regions the NLO predictions show a scale dependence that is too small due to the strong

cancellations mentioned earlier. Fig. 5 shows similar results for charm anti-quark production.

The QCD corrections are even more pronounced in this case due to the relatively larger gluon

contributions. For y = 0.802 the NNLO corrections can reach �15% for x ⇠ 0.02 and remain

�10% for x ⇠ 0.2. The same conclusion holds for the scale dependence as in the case of

charm quark production.
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we expect the corrections from even higher orders to be smaller than the NNLO corrections.
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smaller size of gluon PDF as comparing to d-valence PDF, and the net correction is small

and positive at NNLO.

We further calculate the double di↵erential reduced cross sections in x and y as was
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as those in CCFR [11] measurement. In Fig. 4 we plot ratios of various predictions to the

LO di↵erential cross sections for charm quark production with three di↵erent energies and

each with three choices of y. Here we use a charm-quark mass of 1.3 GeV. The solid and

dotted curves correspond to using scales of µ0 and 2µ0. Note the LO cross sections in the

denominator are always evaluated with the scale µ0. For the nominal scale choice (µ0) the
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are slightly weaker than those of the NLO predictions at small-x. In moderate and large-x
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�10% for x ⇠ 0.2. The same conclusion holds for the scale dependence as in the case of

charm quark production.
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Figure 2: QCD predictions including scale variations at di↵erent orders for a di↵erential

reduced cross section in Bjorken x for charm (anti-)quark production from (anti-)neutrino

scattering on iron target.

predictions normalized to the LO ones for charm (anti-)quark production from (anti-)neutrino

scattering with an energy of 88.29 (77.88) GeV on iron target. The cross sections are inte-

grated over the full range of inelasticity y. The hatched bands represent the scale variations

as calculated by varying renormalization and factorization scale from µ
F

= µ
R

= µ0/2 to 2µ0

avoiding going below the charm-quark mass. The QCD corrections are large and negative

in small and moderate x regions for charm quark production with the nominal scale choice.

The NNLO corrections can reach about -10% for x up to 0.1 and turn to positive for x > 0.4.

The scale variations at LO are large in general but vanish at x ⇠ 0.1 indicating its limitation

as estimate of perturbative uncertainties. It was found even the scale variations at NLO un-

derestimate the perturbative uncertainties at small and moderate x regions due to accidental

cancellations as will be explained later. The NNLO scale variations give a more reliable es-

timation of the perturbative uncertainties and also show improvement at high-x compared

with the NLO case. Results are similar for charm anti-quark production which can be related

via a charge conjugate parity transformation except for the di↵erences of initial state PDFs.

Especially the charm quark production involves Cabibbo suppressed contributions at tree

level from d-valence quark which dominate at high-x while only sea-quark contributions exist

for charm anti-quark production.

In the small and moderate x region the NNLO corrections are almost as large as the NLO

corrections. That motivates a careful examination of the convergence of the perturbative

expansion. In Fig. 3 we plot the QCD corrections from two main partonic channels, i.e., with

the strange (anti-)quark initial state, including Cabibbo suppressed d(d̄) quark contributions,

and with the gluon initial state, for the same distribution as shown in Fig. 2. The right

plot of Fig. 3 shows the corrections for charm anti-quark production. We observe a strong

cancellation among the NLO corrections from the strange anti-quark and the gluon channels

starting from small-x and persisting to high-x region. We regard this cancellation accidental

in that it does not arise from basic principles but is a result of several factors. The cancellation

of NLO corrections remains if instead using the NLO PDFs or alternative NNLO PDFs e.g.,
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✦ Results are similar for double differential cross sections; shown 
here for charm-quark case with CCFR energy and kinematics 

Figure 4: QCD predictions at di↵erent orders with scale choices of µ0 and 2µ0 for a double

di↵erential reduced cross section in Bjorken x and inelasticity y for charm quark production

from neutrino scattering on iron target.

Since the charm quark production is usually measured at low to moderate momentum

transfers, the theoretical predictions can depend significantly on the choice of charm-quark

mass, in our case the pole mass. Note the determination of charm-quark pole mass has an

intrinsic uncertainty of 0.1 ⇠ 0.2 GeV due to the renormalon ambiguity. In Fig. 6 we show the

ratio of double di↵erential cross sections calculated when using a charm-quark pole mass of

1.5 GeV to 1.3 GeV, at LO, NLO, and NNLO, for charm anti-quark production. The results

for charm quark production are similar and not shown for simplicity. At LO the charm-

quark mass dependence can be calculated easily. The dominant part of that is known as slow

rescaling [71] due to the kinematic suppression, i.e., by replacing the momentum fraction in

evaluation of PDFs with ⇠ = x(1 + m2
c

/Q2). That explains the trends we show in Fig. 6.

The cross sections with larger charm-quark mass are especially suppressed in small-x region

and for smaller neutrino energies where the Q2 is low. Shapes of the suppression factor with

respect to x are di↵erent for di↵erent values of y due to the sub-dominant dependence on

the mass from the hard matrix elements. The mass dependence is insensitive to higher order

corrections. The NLO predictions show a slightly weaker suppression comparing to LO ones
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Figure 6: Dependence of a double di↵erential reduced cross section in Bjorken x and

inelasticity y on the charm quark mass, shown in ratios of predictions with m
c

= 1.5 GeV to

1.3 GeV, for charm quark production from neutrino scattering on iron target.

Thus a VFN scheme is not of immediate relevance for the phenomenological study on dimuon

measurements. We leave a formal study on the GM-VFN scheme for future publications while

providing an estimate of the logarithmic contributions beyond O(↵2
S) in below.

As mentioned earlier the logarithmic contributions can be resummed e↵ectively with a

perturbative charm (anti-)quark PDF in n
f

= 4 scheme that follows a DGLAP evolution,

df
(nf=4)
c

(x, µ2)

d lnµ2
=

X

i=q,q̄,c,c̄,g

P
ci

(x, ↵S(µ
2))⌦ f

(nf=4)
i

(x, µ2), (2.11)

where P
ij

is the DGLAP splitting function with dependence on n
f

suppressed, µ is the

factorization scale. The exact results for P
ij

are known up to three loops [76, 77]. The charm-

quark PDF at arbitrary scales can be derived from the boundary conditions at µ = m
c

by

evolving upward. Note that starting at O(↵2
S) the charm-quark PDF has a small discontinuity

– 11 –

✦ Charm-quark mass dependence of the cross sections at various 
orders; almost identical at NLO and NNLO  

double differential
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✦ NNLO calculations are done for FFN scheme with nF=3; 
contributions for initial gluon splitting into charm-quark pair can 
be resumed with GM-VFN scheme

Figure 7: Di↵erences of an evolved charm-quark PDF c
evol.

at NNLO and the expanded

solution c
exp.

up to O(↵S) (NLO) and O(↵2
S) (NNLO) as a function of µ = Q for several x

values, normalized to the e↵ective strangeness PDF s
eff

. See text for more details.

3 Fast interface

The above calculation can not be immediately used in the global analysis of QCD due to

the time-consuming nature of NNLO calculations and the fact that the analysis involves scan

over a large number of PDF ensembles. Indeed even the NLO calculation is inadequate for

direct use in the analysis. The PDF fitting group instead needs to rely on either K-factor

approximation or fast interface based on grid interpolations. There have been quite some

developments on fast interface for high-order perturbative calculations, e.g., APPLgrid [80],

FastNLO [81], aMCfast [82], starting from NLO in QCD to NNLO most recently [83]. We

have constructed a fast interface specialized for our calculation following similar approaches.

First of all the PDFs at arbitrary scales can be approximated by an interpolation on a one-

dimensional grid of x,

f(x, µ) =
n

X

i=0

f
k+i

I(n)
i

✓

y(x)

�y
� k

◆

, (3.1)

where we choose the interpolation variable y(x) = x0.3 and the interpolation order n = 4, and

f
j

is the PDF value on the j-th grid point. �y has been chosen so as to give 50 grid points

between x = 1 and a minimum determined according to the specified kinematics. We use a

n-th order polynomial interpolating function I(n)
i

and the starting grid point k is determined
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Thus a VFN scheme is not of immediate relevance for the phenomenological study on dimuon

measurements. We leave a formal study on the GM-VFN scheme for future publications while

providing an estimate of the logarithmic contributions beyond O(↵2
S) in below.

As mentioned earlier the logarithmic contributions can be resummed e↵ectively with a

perturbative charm (anti-)quark PDF in n
f

= 4 scheme that follows a DGLAP evolution,
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c

(x, µ2)

d lnµ2
=

X

i=q,q̄,c,c̄,g

P
ci

(x, ↵S(µ
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i

(x, µ2), (2.11)

where P
ij

is the DGLAP splitting function with dependence on n
f

suppressed, µ is the

factorization scale. The exact results for P
ij

are known up to three loops [76, 77]. The charm-

quark PDF at arbitrary scales can be derived from the boundary conditions at µ = m
c

by

evolving upward. Note that starting at O(↵2
S) the charm-quark PDF has a small discontinuity
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evolved charm PDFs in nF=4 expanded charm PDFs  

differences of the two serve 
as an estimate of those 
contributions beyond FO

NNLO (FFN) calculation 
captures most of those large 
logarithms (g->cc) for NuTeV 

& CCFR kinematics

at µ = m
c

. We can expand the charm-quark PDF in the strong coupling constant,

f
(nf=4)
c

(x, µ2) = �(2) +

✓

↵S(m2
c

)

2⇡

◆

n

L(P (0)
cg

⌦ f
(nf=4)
g

(x, m2
c

))
o

+

✓

↵S(m2
c

)

2⇡

◆2
n

L(
X

i

P (1)
ci

⌦ f
(nf=4)
i

(x, m2
c

))

+
L2

2
(
X

i

P (0)
cg

⌦ P (0)
gi

⌦ f
(nf=4)
i

(x, m2
c

)

� �0P
(0)
cg

⌦ f
(nf=4)
g

(x, m2
c

))
o

+O(↵3
S), (2.12)

where �(2) is of O(↵2
S) due to the discontinuity crossing the heavy-quark threshold and

L = ln(µ2/m2
c

). It is understood that the strong coupling constant, the one- and two-loop

splitting functions P (0,1)
ij

, and the one-loop � function in Eq. (2.12) are all evaluated with

n
f

= 4. We can translate the strong coupling constant and PDFs with n
f

= 4 to those with

n
f

= 3 via matching at the charm-quark threshold [78]. Furthermore, we can expand them

in ↵S(µ2) instead. We arrive at an expanded solution,

f
(nf=4)
c

(x, µ2) = �(2) +

✓

↵S(µ2)

2⇡

◆

n

L(P (0)
cg

⌦ f
(nf=3)
g

(x, µ2))
o

+

✓

↵S(µ2)

2⇡

◆2
n

L(
X

i

P (1)
ci

⌦ f
(nf=3)
i

(x, µ2))

� L2

2
(
X

i

P (0)
cg

⌦ P (0)
gi

⌦ f
(nf=3)
i

(x, µ2)

� �0P
(0)
cg

⌦ f
(nf=3)
g

(x, µ2))
o

+O(↵3
S), (2.13)

with � functions and splitting functions for n
f

= 4. Those O(↵S) and O(↵2
S) logarithmic

contributions have already been captured by our NLO and NNLO calculations respectively.

Di↵erences of the evolved charm-quark PDF and the expansion in Eq. (2.13) can serve as an

estimate of the remaining logarithmic contributions at higher orders.

In Fig. 7 we plot the di↵erences of an evolved charm-quark PDF c
evol.

at NNLO (with 3-

loop splitting functions) and the expanded solution c
exp.

up to O(↵S) and O(↵2
S) as a function

of µ = Q for several x values, normalized to the e↵ective strangeness PDF s
eff

which is a

combination of s(s̄) and d(d̄) PDFs. The charm quark production cross section at LO is

simply proportional to the e↵ective strangeness PDF with the slow rescaling. We use the

MSTW2008 NNLO PDFs [79] with m
c

= 1.4 GeV as an input. For small x values we can

see the FFN calculation at O(↵S) misses a large portion of the logarithmic contributions that

can reach 10-20% of the LO charm quark production cross sections for Q ⇠ 10 GeV. On

another hand the NNLO calculation can reproduce well the resummed contributions with the

remaining logarithmic contributions of about 2% of the LO cross sections for the same Q

values. Note the highest Q value that the CCFR and NuTeV measurements probed is around

– 12 –
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✦ PDFs at arbitrary scales can be approximated by an interpolation 
on a one-dimensional grid of x, thus the DIS cross sections; fast 
interface similar to APPLgrid and FastNLO approaches 

Figure 8: Ratios of the interpolated NNLO cross sections and cross sections from direct

calculations using CT14, MMHT2014 and NNPDF3.0 PDFs all with the grid generated from

the same run of CT14 calculation.

4 Impact on strange-quark distributions

Now we move to discuss potential impact of the NNLO calculations on constraining par-

ton distributions, especially the strange-quark distributions, by checking the agreements of

di↵erent theories with experimental data. We select the NuTeV and CCFR measurements

on charm (anti-)quark production in the form of double di↵erential cross sections d2�/dxdy,

which provides dominant constraints on the strange-quark distributions, e.g., in MMHT2014

and CT14 global analyses. The theoretical predictions used in those analyses are at NLO only.

We include the data point only with Q2 > 4GeV2 to leave out the region where higher-twist

corrections can be potentially large. That results in 38(33) data points for charm (anti-)quark

production in NuTeV, and 40(38) data points for charm (anti-)quark production in CCFR.

Besides, we have simply corrected the data for nuclear e↵ects of iron target [22, 84] using a

parametrization of F2 ratio measured at SLAC and NMC, instead of including more sophis-

ticated corrections to individual parton flavors [85–88] in the theory calculations. That leads

to corrections on the data of 2% at x ⇠ 0.05, -4% at x ⇠ 0.1, and 5% at x ⇠ 0.4. We did

not include uncertainties on the nuclear corrections since the correction itself is already small

comparing to experimental errors for the x range considered. The experimental uncertainties

include the total statistical and systematic errors which are treated uncorrelated among dif-

ferent data point. The total error for each data point has been scaled by square root of its

e↵ective freedom so as a reasonable fit should have �2/N
pt

of one [12]. Besides, there is an
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Figure 7: Di↵erences of an evolved charm-quark PDF c
evol.

at NNLO and the expanded

solution c
exp.

up to O(↵S) (NLO) and O(↵2
S) (NNLO) as a function of µ = Q for several x

values, normalized to the e↵ective strangeness PDF s
eff

. See text for more details.

3 Fast interface

The above calculation can not be immediately used in the global analysis of QCD due to

the time-consuming nature of NNLO calculations and the fact that the analysis involves scan

over a large number of PDF ensembles. Indeed even the NLO calculation is inadequate for

direct use in the analysis. The PDF fitting group instead needs to rely on either K-factor

approximation or fast interface based on grid interpolations. There have been quite some

developments on fast interface for high-order perturbative calculations, e.g., APPLgrid [80],

FastNLO [81], aMCfast [82], starting from NLO in QCD to NNLO most recently [83]. We

have constructed a fast interface specialized for our calculation following similar approaches.

First of all the PDFs at arbitrary scales can be approximated by an interpolation on a one-

dimensional grid of x,

f(x, µ) =
n

X

i=0

f
k+i

I(n)
i

✓

y(x)

�y
� k

◆

, (3.1)

where we choose the interpolation variable y(x) = x0.3 and the interpolation order n = 4, and

f
j

is the PDF value on the j-th grid point. �y has been chosen so as to give 50 grid points

between x = 1 and a minimum determined according to the specified kinematics. We use a

n-th order polynomial interpolating function I(n)
i

and the starting grid point k is determined
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so as x located in between the (k+1)-th and (k+2)-th grid points. The cross section in deep

inelastic scattering can thus be expressed as

d�
bin

=
X

p

X

m

X

i

✓

↵
s

(µ)

2⇡

◆

m

B(p, m, i)f
i

, (3.2)

where the summation runs over di↵erent sub-channels p, perturbative orders m, and the grid

points i. The interpolation coe�cients B(p, m, i) which are independent of the PDFs can

be obtained by projecting the event weight onto the corresponding grid points during the

MC integration. Once those interpolation coe�cients are calculated and stored, the cross

sections with any PDFs can be obtained via Eq. (3.2) without repeating the time-consuming

calculations of the matrix elements.

In Table 1 we show the typical time cost in a direct calculation and the interpolation

with the NuTeV kinematics. Also shown is the time cost for generating the interpolation

grid. The direct calculation involves intensive MC integration as expected, costing about 60

CPU core-hours per data point of the double di↵erential distribution d2�/dxdy in charm-

quark production with NuTeV kinematics. The grid generation costs four times more since it

requires separation of di↵erent sub-channels. However, with the generated grid, for any PDFs

the interpolation/calculation takes less than a millisecond. The precision of the interpolation

are found to be around a few permille at NNLO, smaller than the typical errors from MC

integration. In Fig. 8 the solid line shows the ratio of the cross sections from direct calculation

and the fast interpolation using the grid generated from the same run both using CT14 NNLO

PDFs, for all the data points in NuTeV and CCFR measurements with charm (anti-)quark

production. In this case deviation of the two predictions are simply due to the interpolation

errors. Also shown in Fig. 8 are comparison of the interpolation results for MMHT2014

and NNPDF3.0 NNLO PDFs with the grid generated from CT14, with independent direct

calculations using the same PDFs. Here the two predictions for each PDF choice di↵er at

most half percent due to the MC integration errors in the direct calculations as shown by the

error bars.

CPU core-hours (NLO) CPU core-hours (NNLO)

direct calculation 0.5 60

grid generation 1 280

interpolation 10�7 10�7

Table 1: Typical time cost (in CPU core-hours) for calculation and interpolation of reduced

cross section d2�/dxdy (per data point) of charm-quark production with NuTeV kinematics.
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NNLO calculations take less 
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accuracy of the interpolation 
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are at similar level 
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✦ Fit to NuTeV and CCFR dimuon data (Q>2 GeV, 149 points) with 
various recent NNLO PDFs, NLO and NNLO cross sections  

double differential data 
corrected for nuclear effects; 
assuming BR=0.099 with a 

10% uncertainty  

plain (bold) number shows 
chi2 w/o (with) including PDF 

uncertainty; in parenthesis 
are normalization shift

NNLO results show slightly 
better agreement though all 

PDFs are fitted with NLO 
dimuon cross sections; ATLAS  

PDFs give poor description 

N
pt

= 149 NLO NNLO

CT14 167.3(-1.0) 130.2(1.1) 154.2(-0.4) 132.9(1.3)

MMHT14 132.2(-1.0) 118.6(0.1) 127.7(-0.3) 118.8(0.1)

NNPDF3.1 157.8(-1.2) 115.8(-1.0) 161.3(-0.5) 115.1(-0.6)

ABMP16 189.3(-1.6) 170.8(-0.8) 170.2(-1.0) 157.6(-0.3)

HERAPDF2.0 258.4(-0.8) 130.3(0.3) 221.6(-0.1) 132.0(0.5)

ATLAS-epWZ16 352.8(-4.0) 246.6(-2.1) 321.5(-3.7) 228.7(-1.6)

NNPDF3.1 (collider) 513.4(-5.1) 118.5(-2.3) 537.8(-4.8) 114.0(-1.9)

Table 2: �2 and normalization shift (in unit of 1� error) of fits to NuTeV and CCFR charm

production data with various theoretical predictions using m
c

= 1.3 GeV and µ =
p

Q2 + m2
c

.

The shifts are shown in brackets with minus sign indicating the data prefer smaller values

for the cross sections. The numbers in bold font correspond to fits including the full PDF

uncertainties as well.

not taking into account the PDF uncertainties. One reason is the ATLAS W/Z data do prefer

larger central values of the strange-quark PDFs. With the PDF uncertainties included, the

�2/N
pt

have been reduced to below one for HERA and NNPDF collider-only PDFs indicating

consistency of their PDFs and the dimuon data once both uncertainties are considered. The

situation is di↵erent for the ATLAS PDFs where �2/N
pt

is still about 1.5 even for the NNLO

predictions. That can be further visualized by a direct comparison of theory and data as

in Figs. 9 and 10 for NuTeV charm quark and anti-quark production respectively. Most of

the data points lie far outside the PDF error bands with a non-trivial shape dependence.

The PDF uncertainties of charm quark cross sections are smaller than the ones of charm

anti-quark in general since the former also involves contribution from d valence quark which

is better constrained than sea quarks. We conclude the ATLAS PDFs can not describe the

dimuon data well and the NNLO calculations can only bring in limited improvement.

We further compare predictions from the same PDF sets but with di↵erent scale and

charm quark mass inputs as shown in Tables 3 and 4. From Table 3 we can see that by

using a scale of twice of the nominal choice the agreement between NLO predictions and data

deteriorates, especially in the case of without PDF uncertainties. In comparison the �2 for

NNLO predictions are less sensitive to the change of scale for both with and without PDF

uncertainties. The cross sections are reduced especially at small-x when using a larger charm-

quark mass of 1.4 GeV as shown already in Fig. 6. As show in Table 4 that leads to a smaller

�2 at NLO in general comparing with Table 2 when no PDF uncertainties are included. At

NNLO the �2 can either decrease or increase depending on the PDFs considered indicating

a di↵erent preference of charm-quark mass at NNLO comparing with NLO for certain PDFs.

The �2 for the ATLAS PDFs are reduces as well. However, in both cases the �2 are still over

200 for predictions with the ATLAS PDFs.
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Figure 10: Similar as Fig. 9 for charm anti-quark production using ATLAS-epWZ16 NNLO

PDFs.

N
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ATLAS-epWZ16 332.8(-3.9) 234.4(-2.0) 303.5(-3.5) 218.9(-1.5)

NNPDF3.1 (collider) 527.0(-5.0) 116.4(-2.2) 553.7(-4.8) 110.2(-1.9)

Table 4: Similar as Table 2 but with m
c

= 1.4 GeV and µ = Q.

4.2 Hessian profiling of PDFs

One main motivation of this paper is to investigate impact of the NNLO calculations on

extraction of the strange quark PDFs in global analyses including the dimuon data. Pre-

cisely we would like to see how the outcome strange quark PDFs change when using NNLO

predictions instead of the NLO ones, as only NLO predictions are available in previous PDF
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N
pt
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CT14 167.3(-1.0) 130.2(1.1) 154.2(-0.4) 132.9(1.3)

MMHT14 132.2(-1.0) 118.6(0.1) 127.7(-0.3) 118.8(0.1)

NNPDF3.1 157.8(-1.2) 115.8(-1.0) 161.3(-0.5) 115.1(-0.6)
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Table 2: �2 and normalization shift (in unit of 1� error) of fits to NuTeV and CCFR charm

production data with various theoretical predictions using m
c

= 1.3 GeV and µ =
p

Q2 + m2
c

.

The shifts are shown in brackets with minus sign indicating the data prefer smaller values

for the cross sections. The numbers in bold font correspond to fits including the full PDF

uncertainties as well.

approximate NNLO predictions. For PDFs from collider-only data, the fits are rather poor if

not taking into account the PDF uncertainties. One reason is the ATLAS W/Z data do prefer

larger central values of the strange-quark PDFs. With the PDF uncertainties included, the

�2/N
pt

have been reduced to below one for HERA and NNPDF collider-only PDFs indicating

consistency of their PDFs and the dimuon data once both uncertainties are considered. The

situation is di↵erent for the ATLAS PDFs where �2/N
pt

is still about 1.5 even for the NNLO

predictions. That can be further visualized by a direct comparison of theory and data as

in Figs. 9 and 10 for NuTeV charm quark and anti-quark production respectively. Most of

the data points lie far outside the PDF error bands with a non-trivial shape dependence.

The PDF uncertainties of charm quark cross sections are smaller than the ones of charm

anti-quark in general since the former also involves contribution from d valence quark which

is better constrained than sea quarks. We conclude the ATLAS PDFs can not describe the

dimuon data well and the NNLO calculations can only bring in limited improvement.

We further compare predictions from the same PDF sets but with di↵erent scale and

charm quark mass inputs as shown in Tables 3 and 4. From Table 3 we can see that by

using a scale of twice of the nominal choice the agreement between NLO predictions and data

deteriorates, especially in the case of without PDF uncertainties. In comparison the �2 for

NNLO predictions are less sensitive to the change of scale for both with and without PDF

uncertainties. The cross sections are reduced especially at small-x when using a larger charm-

quark mass of 1.4 GeV as shown already in Fig. 6. As show in Table 4 that leads to a smaller

�2 at NLO in general comparing with Table 2 when no PDF uncertainties are included. At

NNLO the �2 can either decrease or increase depending on the PDFs considered indicating

a di↵erent preference of charm-quark mass at NNLO comparing with NLO for certain PDFs.

The �2 for the ATLAS PDFs are reduces as well. However, in both cases the �2 are still over

200 for predictions with the ATLAS PDFs.
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Figure 10: Similar as Fig. 9 for charm anti-quark production using ATLAS-epWZ16 NNLO

PDFs.
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Table 4: Similar as Table 2 but with m
c

= 1.4 GeV and µ = Q.

4.2 Hessian profiling of PDFs

One main motivation of this paper is to investigate impact of the NNLO calculations on

extraction of the strange quark PDFs in global analyses including the dimuon data. Pre-

cisely we would like to see how the outcome strange quark PDFs change when using NNLO

predictions instead of the NLO ones, as only NLO predictions are available in previous PDF
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Theory vs. data

12

✦ Tension between ATLAS-epWZ16 extraction of strange-quark 
PDFs and the dimuon measurements are seen for low-x region

Figure 9: NLO and NNLO predictions on charm quark production cross sections using

ATLAS-epWZ16 NNLO PDFs comparing with the NuTeV measurement. Also shown are

the 1 � PDF uncertainties. The experimental data have been corrected for nuclear e↵ects.

The error bars represent the total experimental uncertainties rescaled by square root of the

e↵ective degree of freedoms. A 10% normalization uncertainty due to the semi-leptonic decay

BR of charm quark is not shown here.

N
pt

= 149 NLO NNLO

CT14 196.1(-1.3) 131.6(1.2) 160.3(-0.7) 130.5(1.3)

MMHT14 152.7(-1.3) 123.1(0.0) 127.1(-0.6) 117.7(0.2)

NNPDF3.1 163.1(-1.5) 119.2(-1.2) 153.2(-0.8) 114.4(-0.7)

ABMP16 223.5(-1.8) 197.1(-1.1) 180.6(-1.3) 161.8(-0.6)

HERAPDF2.0 308.4(-1.2) 130.3(0.5) 238.9(-0.5) 130.2(0.5)

ATLAS-epWZ16 391.5(-4.1) 271.4(-2.4) 339.7(-3.8) 239.4(-1.8)

NNPDF3.1 (collider) 487.7(-5.1) 124.1(-2.6) 521.0(-5.0) 116.4(-2.0)

Table 3: Similar as Table 2 but with µ = 2
p

Q2 + m2
c

.
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10% norm. unc. not shown



Impact of NNLO corrections
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✦ Impact of the NNLO corrections to the extraction of the strange-
quark PDFs are studied with Hessian profiling, see NNLO vs. 
NLO 

fits. That could be done by individual PDF groups using the fast interface and grids pre-

sented in this paper. Alternatively we can estimate the possible shift of the PDFs by means

of Hessian profiling [89]. In Hessian profiling the PDF parameters are assumed to follow a

prior multi-Gaussian distribution. That corresponds e↵ectively to a parabolic shape of the

prior �2 around the central PDF and with ��2 = 1 when reaching the 1� error in each

eigenvector direction. The �2 of any new data set to be included also forms a parabola in the

PDF parameter space under linear approximation. The profiled PDFs are thus determined

according to profiles of the total �2, e.g., by minimization of the total �2 for the central value

and ��2 = 1 for the PDF uncertainties. We stress here the Hessian profiling can only serve

as an estimation of the e↵ects of new data or theory on the PDFs since an actual PDF fit

involves further complexities due to e.g., parametrization dependence and the requirement of

tolerance conditions.

Figure 11: PDF ratio of strange to non-strange sea-quarks at 2 GeV as a function of x for

the HERAPDF2.0 NNLO PDFs. The solid black lines indicate the upper/lower uncertainties

of original PDFs. The colored bands represent the central value and uncertainty after profiling

using the NuTeV and CCFR charm (anti-)quark production data with the NLO and NNLO

predictions.

We start with the HERAPDF2.0 NNLO PDFs which does not include any dimuon data

but rather implements certain model constraints on the strangeness fraction and shape. We

show the PDF ratio of strange to non-strange sea-quarks, R
s

at a scale of 2 GeV in Fig. 11. We

can see a moderate suppression of the strangeness in small to intermediate x region comparing

to the u and d sea-quarks and a rapid fallo↵ at large x. The PDF uncertainties as indicated

by the solid black lines are large, more than 30% in the entire x range, which include the

experimental, model, and parametrization uncertainties. The colored bands in Fig. 11 are for

the profiled PDFs with the NuTeV and CCFR charm (anti-)quark production data together

– 20 –

using the NLO and NNLO theoretical predictions. It is clear that the dimuon data prefers an

even suppressed strangeness with R
s

of about 0.5 in the full range of x. The profiled PDFs

lie at the lower edge of the 1� error of the original PDFs indicating reasonable agreement

between original PDFs and the dimuon data as already seen in Table 2. The profiled PDFs

have a much smaller uncertainties on R
s

than the original PDFs as one expect. We notice

that the PDF uncertainties are also reduced significantly in the small x region 10�4 � 10�2

which are beyond the coverage of the dimuon data. That is possibly due to the restricted

parametrization form of strange quark PDFs used in the HERA PDF analysis. Importantly

we found the NNLO predictions prefer higher values of R
s

than the NLO ones, in this case well

above the 1� error band of the later. That can be understood since the NNLO corrections

are negative in the bulk of the data.

Figure 12: Similar as Fig. 11 for profiling of the MMHT2014 NNLO PDFs.

We perform another profiling study with the MMHT2014 NNLO PDFs as shown in

Fig. 12. Noted that since the MMHT2014 analysis already includes above dimuon data, the

study here only means for checking impact of the NNLO corrections. We can see the NNLO

predictions prefer larger strangeness than NLO predictions for x up to a few times 0.1 and by a

similar amount as in Fig. 11. The shift of central values of the NLO profiled PDFs comparing

to the original PDFs, though still within the PDF error band, is due to several facts. In

the MMHT2014 fits [16] they use a charm-quark pole mass of 1.4 GeV and a semi-leptonic

decay branching ratio of charm quark that is 7% lower than the one extracted by NuTeV

and CCFR, both of which lead to an increase of the strange-quark PDFs. Besides, there are

also LHC data in the MMHT analysis that pull the ratio further up. The uncertainties are

largely reduced in the profiled PDFs mostly because we use the ��2 = 1 criterion rather

than a dynamic tolerance condition as in the MMHT analysis. We have also compared the

profiled PDFs with alternative scale choices and found those with NNLO predictions are less

– 21 –

HERAPDF2.0 base MMHT2014 base

NNLO predictions prefer higher values of strange to non-strange ratio since the 
NNLO corrections are negative in the bulk of the NuTeV and CCFR data   



Single top quark production

14

✦ The NNLO computation can also be applied to t-channel single 
top quark production at the LHC; the latter can provide 
constraints on ratio of u and d quark PDFs
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Figure 28: Predicted transverse momentum distribution of the charged lepton and b-jet

system from t-channel single top-quark production at 13 TeV after fiducial cuts, including

corrections from production and decay respectively.
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Figure 29: Predicted lepton charge ratio as a function of the pseudo-rapidity (left plot),

and normalized angular distribution between the charged lepton and the non-b jet in the rest

frame of the top quark (right plot), from t-channel single top-quark production at 13 TeV

after fiducial cuts, including full corrections.
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Figure 15: Ratio of inclusive cross sections for t-channel single top quark and anti-quark

production, similar to Fig. 12.

yield a much higher ratio compared to other three groups. Precise measurements of the cross

section ratio from the LHC Run 2 can further di↵erentiate among these PDFs.
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Figure 16: Inclusive cross sections for t-channel single top quark (left) and anti-quark

(right) production at NNLO with various NNLO PDFs, for the LHC with di↵erent center of

mass energies. Error bars represent 1� PDF uncertainties.
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inclusive charge ratio charge ratio differential 
on lepton rapidity

NNLO corrections are small, within 1%, for the charge ratio

[Berger, JG, Yuan, Zhu, 2016]



Summary and outlook
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✦ Heavy quark production in charged-current DIS has been 
calculated to NNLO in QCD using fully differential MC methods 

✦ The NNLO corrections can be comparable to the NLO ones in 
low-x region for charm-quark production, reaching -10% 

✦ Comparisons of various theory predictions to CCFR and NuTeV 
dimuon data are made; good agreements in general

✦ The computation are ready to be included in future global 
analysis with fast interface and grids publicly available

✦ The NNLO corrections are expected to raise the strange to non-
strange sea-quark ratio but not significantly
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Thank you for your attention!

✦ The computation are ready to be included in future global 
analysis with fast interface and grids publicly available

✦ The NNLO corrections are expected to raise the strange to non-
strange sea-quark ratio but not significantly
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Figure 5: Similar as Fig. 4 for charm anti-quark production from anti-neutrino scattering.

in general, especially at large-x and smaller neutrino energies. E↵ects of NNLO corrections

on the mass dependence are almost negligible for the full kinematic range considered.

2.3 Heavy quark scheme

The NNLO calculations are carried out in a fixed flavor number scheme with n
f

= 3. This

should be the appropriate scheme for Q & m
c

. For the semiinclusive charged-current (CC)

DIS process we studied, at Q � m
c

, there exist logarithmic contributions of ⇠ ↵n

S ln
n(Q2/m2

c

)

due to initial-state gluon splitting into a cc̄ pair in the quasi-collinear limit. 2 In principle that

needs to be resummed by using the heavy-quark PDFs together with an appropriate general

mass variable flavor number (GM-VFN) scheme, for example, the ACOT [72], FONLL [73],

or RT [74] schemes. The exact O(↵2
S) massive coe�cient functions [9] complete all ingredients

needed for constructing such a scheme like S-ACOT-� [75] at NNLO for the charged-current

scattering. For the kinematics where the dimuon measurements carried out, the Q2 is not too

high comparing to the charm-quark mass in the bulk of the data. Besides, the experimental

uncertainties are at least at the level of 5 ⇠ 10% for the NuTeV and CCFR measurements.
2

In this case the muon from charm decay tends to be close to the beam, and the experimental acceptance

may be di↵erent comparing to other region of the phase space.

– 10 –

✦ Results are similar for double differential cross sections; shown 
here for charm anti-quark case with CCFR energy and kinematics 
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Figure 6: Dependence of a double di↵erential reduced cross section in Bjorken x and

inelasticity y on the charm quark mass, shown in ratios of predictions with m
c

= 1.5 GeV to

1.3 GeV, for charm quark production from neutrino scattering on iron target.

Thus a VFN scheme is not of immediate relevance for the phenomenological study on dimuon

measurements. We leave a formal study on the GM-VFN scheme for future publications while

providing an estimate of the logarithmic contributions beyond O(↵2
S) in below.

As mentioned earlier the logarithmic contributions can be resummed e↵ectively with a

perturbative charm (anti-)quark PDF in n
f

= 4 scheme that follows a DGLAP evolution,

df
(nf=4)
c

(x, µ2)

d lnµ2
=

X

i=q,q̄,c,c̄,g

P
ci

(x, ↵S(µ
2))⌦ f

(nf=4)
i

(x, µ2), (2.11)

where P
ij

is the DGLAP splitting function with dependence on n
f

suppressed, µ is the

factorization scale. The exact results for P
ij

are known up to three loops [76, 77]. The charm-

quark PDF at arbitrary scales can be derived from the boundary conditions at µ = m
c

by

evolving upward. Note that starting at O(↵2
S) the charm-quark PDF has a small discontinuity

– 11 –

✦ Charm-quark mass dependence of the cross sections at various 
orders; almost identical at NLO and NNLO  
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FIG. 2. Scale variations at LO, NLO, and NNLO of the dif-
ferential distribution in x for charm-quark production in neu-
trino DIS from iron, normalized to the LO distribution with
the nominal scale choice. The solid line shows corresponding
central prediction with the nominal scale choice.

calculations generally agree with the data since the same
data and the same NLO theoretical expressions are used
in the CT14 global analyses [51]. The NNLO corrections
are negative in the region of the data and can be as large
as 10% of the NLO predictions, as shown in lower panel
of Fig. 3. Based on this comparison, we expect that once
the NNLO corrections are included in the global analyses
fits, the preferred central values of strange-quark PDFs
will be shifted upward. The shift represents one of the
theoretical systematics that has not yet been taken into
account in any of current global analyses.
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FIG. 3. Comparison of theoretical predictions to the doubly-
differential cross sections measured by NuTeV for charm-
quark production through neutrino DIS from iron.

The second set of data is from the NOMAD collabora-

tion measurement of neutrino scattering from iron [11].
They present ratios of dimuon cross sections to inclusive
charged-current cross sections Rµµ ≡ σµµ/σinc instead
of converting the dimuon cross sections back to charm-
quark production. The measurement is done with a neu-
trino beam of continuous energy peaked around 20 GeV.
A Q2 cut of 1 GeV2 has been applied. In Fig. 4 we show
our comparisons of predictions to data as a function of
x. Here we consistently use the NNLO results for σinc in
the denominator of the ratio, obtained from the program
OPENQCDRAD [54, 55]. By LO, NLO, and NNLO in
the figure we refer to our calculations of the dimuon cross
sections in the numerator of the ratio. The NLO calcu-
lations generally agree with data although these data are
not included in the CT14 global analyses. The NNLO
corrections are negative and can reach about 10% of the
LO cross sections in the low-x region covered by the data.
At high x the NNLO corrections are only a few percent
and become positive. The NNLO corrections in Fig. 4
are generally larger than the experimental errors. Thus,
they can be very important for extracting strange-quark
PDFs in analyses with NOMAD data included. We also
plot the scale variation bands in lower panel of Fig. 4.
The trends are similar to ones in Fig. 2. The NLO pre-
dictions underestimate the perturbative uncertainty. It
can still reach ±5% at NNLO in the low-x region and
can be reduced once even higher order corrections are
included.
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FIG. 4. Comparison of theoretical predictions for ratios of the
dimuon cross section to the inclusive charged-current cross
section measured by NOMAD for neutrino DIS from iron.

Summary. We present the first complete calculation
of NNLO QCD corrections to charm-quark production
in weak charged-current deep inelastic scattering. The
calculation is fully differential based on a generalization

✦ Single differential distributions are shown here for charm-quark 
case with NOMAD neutrino flux and kinematics 
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✦ Tension between ATLAS-epWZ16 extraction of strange-quark 
PDFs and the dimuon measurements are seen for low-x region

Figure 10: Similar as Fig. 9 for charm anti-quark production using ATLAS-epWZ16 NNLO

PDFs.

N
pt

= 149 NLO NNLO

CT14 158.2(-0.8) 131.1(1.0) 150.5(-0.1) 134.1(1.3)

MMHT14 128.2(-0.8) 118.9(0.0) 129.4(-0.1) 119.6(0.1)

NNPDF3.1 156.6(-1.0) 115.9(-0.9) 166.4(-0.3) 115.5(-0.5)

ABMP16 177.1(-1.4) 162.6(-0.7) 163.2(-0.8) 153.2(-0.1)

HERAPDF2.0 240.9(-0.6) 130.5(0.2) 209.2(0.2) 132.6(0.5)

ATLAS-epWZ16 332.8(-3.9) 234.4(-2.0) 303.5(-3.5) 218.9(-1.5)

NNPDF3.1 (collider) 527.0(-5.0) 116.4(-2.2) 553.7(-4.8) 110.2(-1.9)

Table 4: Similar as Table 2 but with m
c

= 1.4 GeV and µ = Q.

4.2 Hessian profiling of PDFs

One main motivation of this paper is to investigate impact of the NNLO calculations on

extraction of the strange quark PDFs in global analyses including the dimuon data. Pre-

cisely we would like to see how the outcome strange quark PDFs change when using NNLO

predictions instead of the NLO ones, as only NLO predictions are available in previous PDF
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10% norm. unc. not shown


