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importance'of'pdfs

current%uncerts.%in%proton%parton distribution%functions%(pdfs):%%%
limit'searches'for'new'heavy'particlesK'dominate'(together'with'αs)'theory'uncerts
on'Higgs'production'cross'sectionsK'limit'precision'of'fundamental'parameters'
EG.'MW,'and'of'backgrounds'to'BSM'searches

with%higher%luminosity%and%higher%energy%pp%machines%on%horizon,%
will%need%higher%precision%pdfs

is%there%a%NEED%for%future%ep%collider%for%pdfs?%%%%%%%%%%%%%%%%%%%%%%%%%%%
will'we'not'improve'the'precision'of'pdfs'sufficiently'using'LHC'data?'

LHC'measurements'are'providing'useful'pdf'constraintsK''
should'certainly'be'exploitedK'and'currently'we'have'nothing'else'…



x
6−10 5−10 4−10 3−10 2−10 1−10 1

Ra
tio

0.8

0.9

1

1.1

1.2

1.3

1.4
_s(M_Z)=0.118αxg(x,Q), NNLO, Q^2=100 GeV^2, 

CT14
MMHT2014
HERAPDF2.0
NNPDF3.1
ABMP16-118
Q = 1.00e+01 GeV

G
en

er
at

ed
 w

ith
 A

PF
EL

 2
.7

.1
 W

eb

 [GeV]XM10 210 310
R

at
io

0.7

0.8

0.9

1

1.1

1.2

1.3
Gluon-Gluon, luminosity

CT14
ATLAS-epWZ16
MMHT2014
NNPDF3.1
ABMP16-118

 = 1.40e+04 GeVS

G
en

er
at

ed
 w

ith
 A

PF
EL

 2
.7

.1
 W

eb

 [GeV]XM10 210 310
R

at
io

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

Gluon-Gluon, luminosity

CT14
MMHT2014
NNPDF3.1

 = 1.40e+04 GeVS

G
en

er
at

ed
 w

ith
 A

PF
EL

 2
.7

.1
 W

eb

 [GeV]XM10 210 310
R

at
io

0.7

0.8

0.9

1

1.1

1.2

1.3
Gluon-Gluon, luminosity

CT14
MMHT2014
NNPDF3.1

 = 1.40e+04 GeVS

G
en

er
at

ed
 w

ith
 A

PF
EL

 2
.7

.1
 W

eb

 [GeV]XM10 210 310

R
at

io

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

Quark-Antiquark, luminosity

CT14
MMHT2014
NNPDF3.1

 = 1.40e+04 GeVS

G
en

er
at

ed
 w

ith
 A

PF
EL

 2
.7

.1
 W

eb

 [GeV]XM10 210 310

R
at

io

0.7

0.8

0.9

1

1.1

1.2

1.3
Quark-Antiquark, luminosity

CT14
MMHT2014
NNPDF3.1

 = 1.40e+04 GeVS

G
en

er
at

ed
 w

ith
 A

PF
EL

 2
.7

.1
 W

eb

3

gg

qqbar

H,t BSM

W,Z,VH

pdfs'poorly'known'at'large'and'small'x'
higher'precision'needed'also'for'H,'W,'t

pdf'luminosities'(LHC@14TeV)

current'data'only'above'x=5.10^5,'and'below'x=0.6–0.7

x
6−10 5−10 4−10 3−10 2−10 1−10 1

Ra
tio

0.8

0.9

1

1.1

1.2

1.3

1.4
_s(M_Z)=0.118αxg(x,Q), NNLO, Q^2=100 GeV^2, 

CT14
MMHT2014
HERAPDF2.0
NNPDF3.1
ABMP16-118
Q = 1.00e+01 GeV

G
en

er
at

ed
 w

ith
 A

PF
EL

 2
.7

.1
 W

eb

xg(x,Q),'NNLO,'Q2=100'GeV2,'αs(MZ)=0.118

Higgs'production'
in'gluon'fusion

c,'b,'low'mass'DY,'
soft'QCD,'MC'tuning

gluinos,'KK'gravitons,'
boosted'top'quarks,'…

situation'today

 [GeV]XM
210 310

R
at

io

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

Gluon-Gluon, luminosity

CT14
MMHT2014
NNPDF3.1

 = 1.40e+04 GeVS

G
en

er
at

ed
 w

ith
 A

PF
EL

 2
.7

.1
 W

eb

 [GeV]XM
210 310

R
at

io

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

Gluon-Gluon, luminosity

CT14
MMHT2014
NNPDF3.1

 = 1.40e+04 GeVS

G
en

er
at

ed
 w

ith
 A

PF
EL

 2
.7

.1
 W

eb



7

Why better PDFs?

High-mass BSM cross-sections

Dominant TH unc for MW measurements at LHC

Higgs coupling measurements
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take%home%message:'much'of'LHC%programme
will'be'limited%by%pdf%uncertainties as'we'move'
towards'ultimate'LHC'luminosity,'unless%there%is%%%
a%transformation%in%precision

large x gluons matter

Empowering	pp	Discoveries	

SUSY,	RPC,	RPV,	LQS..	

External,	reliable	input	(PDFs,	factorisation..)	is	crucial	for	range	extension	+	CI	interpretation			

GLUON	 QUARKS	

Exotic+	Extra	boson	searches	at	high	mass	

ATLAS	
today	

ATLAS 2017

MW

Higgs

BSM
…'

large x quarks matter

ATLAS'
today
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Kinematical coverage
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Fig. 1: Kinematical coverage in the (x, MX) plane of a
p

s = 100 TeV hadron collider (solid blue line), compared
with the corresponding coverage of the LHC at

p
s = 14 TeV (dot-dashed red line). The dotted lines indicate

regions of constant rapidity y at the FCC. We also indicate the relevant MX regions for phenomenologically
important processes, from low masses (Drell-Yan, low pT jets), electroweak scale processes (Higgs, W, Z, top),
and possible new high-mass particles (squarks, Z 0).

treating electroweak gauge bosons as massless and their inclusion into the DGLAP evolution equations.
Finally in Sect. 3.7 we discuss the possible relevance of high-energy (small-x) resummation effects for a
100 TeV collider.

3.2 PDFs and their kinematical coverage at 100 TeV
We begin by quantifying the kinematical coverage in the (x, MX) plane that PDFs probe in a 100 TeV
hadron collider, with MX being the invariant mass of the produced final states. In Fig. 1 we represent
the kinematical coverage in the (x, MX) plane of a

p
s = 100 TeV hadron collider compared with

the corresponding coverage of the LHC at
p

s = 14 TeV. The dotted lines indicate regions of constant
rapidity y at the FCC. In this plot, we also indicate the relevant MX regions for phenomenologically
important processes, from low masses (such as Drell-Yan or low pT jets), electroweak scale processes
(such as Higgs, W, Z, or top production), and possible new high-mass particles (such as a 2 TeV squark
or a 20 TeV Z 0).

In the low-mass region, for MX  10 GeV, PDFs would be probed down to x ' 5 · 10�5 in the
central region, y ' 0, and down to x ' 5 · 10�7 at forward rapidities, y ' 5. At even forward rapidities,
for example those that can be probed by using dedicated detectors down the beam pipe, PDFs could
be probed down to x ' 10�8. While these extreme regions of very low x are not relevant for neither
electroweak scale physics nor for high-mass New Physics searches, they are crucial for the tuning of soft
and semi-hard physics in Monte Carlo event generators [28] and therefore it is important to ensure that
the PDFs exhibit a sensible behaviour in this region. Moreover, forward instrumentation would also be

8

5
small%x%becomes'relevant'even'for'“common” physics'(EG.'W,'Z,'H,'t)

large%x%relevant'in'searches'for'new,'very'high'mass'states
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inside'the'protonThe proton spin

•Even after four decades of study, aspects of QCD still surprise us today.

How is the proton spin formed from its 
microscopic constituents?

Only ~30%

Quark spin Orbital

1

2
=

1

2
�⌃+�G+ LG+q

?

Gluon spin

Lattice suggest that 
this is not 70%

strange charm

small'x'
BFKL'dynamics

quark'flavour separation

gluon

photon

spin'

(slide'based'on'J.'Rojo,'POETIC8)

see'extras



impact'of'LHC'on'today’s'pdfs
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Figure 4.27: Same as Fig. 4.4 but now excluding all LHC data. Results are shown for the up (top left),
down (top right), charm (bottom left) and gluon (bottom right) PDFs.

variant of the NNPDF3.1 NNLO default PDF determination in which all deuterium data are
corrected using the same nuclear corrections as used by MMHT14 (specifically, Eqs. (9,10) of
Ref. [7]).

In terms of fit quality we find that the inclusion of nuclear corrections leads to a slight
deterioration in the quality of the fit, with a value of �2/Ndat = 1.156, to be compared to
the defaut �2/Ndat = 1.148 (see Table 3.1). In particular we find that for the NMC, SLAC,
and BCDMS data the values of �2/Ndat with (without) nuclear corrections are respectively
0.94(0.95), 0.71(0.70), and 1.11(1.11). Therefore, the addition of deuterium corrections has no
significant impact on the fit quality to these data.

The distances between PDFs determined including deuterium corrections and the default are
shown in Fig. 4.30. They are seen to be moderate and always below the half-sigma level, and
confined mostly to the up and down PDFs, as expected. These PDFs are shown in Fig. 4.31,
which confirms the moderate e↵ect of the deuterium correction. It should be noticed that the
PDF uncertainty, also shown in Fig. 4.31, is somewhat increased when the deuterium corrections
are included. The relative shift for other PDFs are yet smaller since they are a↵ected by larger
uncertainties, which are also somewhat increased by the inclusion of the nuclear corrections.

In view of the theoretical uncertainty involved in estimating nuclear corrections, and bearing
in mind that we see no evidence of an improvement in fit quality while we note a slight increase
in PDF uncertainties when including deuterium corrections using the model of Ref. [7], we
conclude that the impact of deuterium corrections on the NNPDF3.1 results is su�ciently small
that they may be safely ignored even within the current high precision of PDF determination.
Nevertheless, more detailed dedicated studies of nuclear corrections, also in relation to the
construction of nuclear PDF sets, may well be worth pursuing in future studies.

61

up down

charm gluon

(NNPDF3.1%includes'modern'LHC'data on'W,Z+top+jets+ZPt)

arXiv:1706.00428
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LHC:'electroweak'gauge'bosons
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effect of  ATLAS+CMS+LHCb+D0 W,Z data

R.Thorne,'DIS17
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Figure 4.14: Same as Fig. 4.4 but now excluding all LHCb data. Results are presented, from top to
bottow, for the up, down and charm PDFs. Both PDFs (left) and uncertainties (right) are shown.

around x ' 0.3: in this region the PDF uncertainty is also substantially reduced; the reduction
in uncertainty is especially marked for the down PDF.

In order to see the impact of the LHCb data directly, in Fig. 4.15 we compare the 8 TeV
LHCb muon W+ and W� data to predictions obtained using NNPDF3.0 and NNPDF3.1. The
improvement is clear, particularly for large rapidities. There is also a noticeable reduction in
PDF uncertainty on the prediction.

4.6 W asymmetries from the Tevatron

W production data from the Tevatron have for many years been the leading source of information
on quark flavor decomposition. The final legacy D0 W asymmetry measurements in the electron
and muon channels are included in NNPDF3.1, superseding all previous data. In Fig. 4.16 we
perform a distance comparison between the default NNPDF3.1 and PDFs determined excluding
this dataset. Distances are generally small, an observation confirmed by direct PDF comparison
in Fig. 4.17. However, we have seen in Tab. 3.1 that the fit quality for this dataset is rather
better with NNPDF3.1 than with the previous NNPDF3.0. The moderate impact of this dataset

52

effect of  LHCb W,Z data

arXiv:1706.00428

- Rates high in LHC terms 
- Known to NNLO (QCD) and NLO (EW) 
- Flavour sensitive through shapes … has 
shown that strange sea is too small in most 
PDF sets  
-  In principle sensitive to valence (q-qbar) 
-  LHCb have been extended studies to  
forward region (i.e. lower / higher x)  
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• information'on'quark%and anti:quark%flavour separation
LHCb measurements'extend'to'forward'region'(impact'at'small'& large'x)

• ATLAS'W,Z'&W+cK'strange%pdf%larger'vs.'dimuon data'(see'later)
• HM'Drell Yan'data'also'sensitive'to'photon%pdf%of'proton'(arXiv:1606.01736)'

state^of^the^art'theory:'NNLO(QCD)+NLO(EW)
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Figure 52: Left: the gluon distribution at µ2 = 30000 GeV2, as obtained from a PDF fit to HERA DIS data and CMS
W± boson charge asymmetry measurements [314], the CMS inclusive jet production cross sections [228], and the W±
boson charge asymmetry plus the double-di↵erential tt cross section [372], in all cases at 8 TeV. All presented PDFs
are normalized to the results from the fit using the DIS and W± boson charge asymmetry measurements, and the total
uncertainty band in each fit is shown. Taken from [372]. Right: the down valence distribution at µ2 = M2

W as obtained
from a PDF fit to the HERA DIS data and CMS W± boson charge asymmetry measurement at 8 TeV, with the total
PDF uncertainties shown. In the lower panel the distributions are normalized to 1. Taken from [314].

is consistent between the data sets in the probed x region. The tt di↵erential data are competitive with
the jet measurement. In Fig. 52 (Right) we show the impact of the CMS W± boson charge asymmetry
measurement at 8 TeV on the down valence distribution, in comparison to a HERA–only fit. The impact on
the shape, and reduction in uncertainties, achieved by the asymmetry data is clear.

6. The proton structure

In this section we compare the results of a number of state–of–the–art PDF analysis. This comparison
is organised in terms of specific PDF flavour combinations relevant for phenomenology. We begin by
discussing the gluon PDF, before considering the quark flavour separation, and subsequently studying the
strange and charm content of the proton. In the following, we compare the ABMP16, CT14, MMHT14, and
NNPDF3.1 NNLO sets, all with ↵S (mZ) = 0.118. We will present results both at low (Q = 1.7 GeV) and
high (Q = 100 GeV) scales. While we will only show a representative selection of PDF comparisons, other
results, including with PDF sets not shown here, can be straightforwardly produced using the APFEL-WEB

online PDF plotting interface [502].
We emphasize that in order to ensure a consistent comparison between PDFs, we use the same value

of ↵S (mZ) = 0.118 for all the sets. This is however not the best-fit value for ABMP16, which is instead
↵S (mZ) = 0.1147. We will briefly comment on the main di↵erences in ABMP16 with respect to the two
di↵erent values of ↵s(mZ) in the following sections. Note also that in the comparisons at low scales Q the
ABMP16 cannot be included, since their set with ↵S (mZ) = 0.118 is only available in the n f = 5 scheme,
and therefore can only be used for Q > mb.
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Figure 54: The gluon (left) and quark singlet (right) PDFs in ABMP16 at Q = 100 GeV, comparing the results obtained
with their best-fit ↵s(mZ) = 0.1147 with those with ↵s(mZ) = 0.118 used to compare with the other PDF sets.
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 NNPDF3.1 NNLO: includes jet data using NNLO 

evolution and NLO matrix elements, with scale 
variations as additional TH systematic error!

 The jet pT is always used as central scale choice!

 Also tried variants where ATLAS and CMS 2011 7 
TeV data included using exact NNLO theory!

 Very small impact on the gluon!

 Moderate improvement of the chi2 !

 Only central bin of ATLAS data included - the large 
χ2  once all bins are included remains there once exact 
NNLO theory is used

Figure 55: Left: comparison of the NNPDF3.1 NNLO global fit at Q = 100 GeV with the corresponding fits where the
Z pT , top quark, or inclusive jet data have been removed. Right: same, now comparing with the NNPDF3.1 NNLO
fit where the ATLAS and CMS 7 TeV inclusive jet data have been treated using exact NNLO theory, from [169].

It is worth emphasising that until recently, the gluon at large-x was only constrained in the PDF fit by
inclusive jet production data, and to a lesser extent by DIS data via scaling violations. However, there are
now at least three datasets available with which constrain the large-x gluon, namely inclusive jets, the pT
distribution of Z bosons, and top quark di↵erential distributions. In all cases, NNLO calculations are now
available. To illustrate the robustness of the resulting gluon, in Fig. 55 (Left) we show a comparison of
the NNPDF3.1 NNLO global fit at Q = 100 GeV with the corresponding fits where the Z pT , top quark,
or inclusive jet data have been removed. We observe that the four fits agree within PDF uncertainties,
highlighting that these three families of processes have statistically consistent pulls on the large-x gluon.

Another consideration that is relevant for the determination of the large-x gluon in a PDF analysis are
the settings for the theoretical calculations used for the inclusive jet cross sections. Until 2016, only the
NLO calculation was available, and di↵erent groups treated jet data in di↵erent ways, either adding the
NLO scale errors as additional systematic uncertainties as in CT14 and NNPDF3.1, using the threshold
approximation to the full NNLO result as in MMHT14, or excluding jet data altogether as advocated by
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MMHT

effect of  CMS top+jet data

effect of  LHC+Tevatron jet data

effect of  LHC jet+top+ZPt

NNPDF3.1

jet,'top%quark%pair and'ZPt measurements'
constrain'gluon at'medium'and'high'x'
numerous'studies'from'ATLAS,'CMS,'xFitter and'global'fitters'

NNLO'QCD'calcs.'now'available'in'all'cases

arXiv:1709.04922

arXiv:1711.05757

(LHCb forward%charm%and%beauty%
measurements'COULD'also'help'at'small'x?')

arXiv:1703.01630



• W,Z and Drell-Yan distributions – sensitivity to valence quarks, strangeness, photon PDF
ATLAS peak W,Z data has already reached systematic uncertainties of ~0.5%, experimental 
improvement unlikely and this is already challenging NNLO calculations
The reach to lower x at 13,14,27TeV brings more theoretical challenges- need for ln(1/x) 
resummation- see arXIV:1710.05935
Off-peak Drell-Yan can still improve BUT low-mass brings the same low-x challenges.
This also affects the LHCb data
And high-mass requires good understanding of the NLO-EW corrections and photon PDF

• Inclusive, di-jet and tri-jet distributions------sensitivity to gluon
Already challenging theoretical understanding -NNLO is needed but scale choice is still an issue
• Top-antitop distributions –sensitivity to gluon
NNLO calculations already required, data can also improve (data consistency?)

Combinations of types of data and different beam energies –accounting for their correlations-
can help

For all of these below: precision of the data can improve
• W,Z +jets --------sensitivity to gluon- so far limited, can improve                          
• W,Z/γ +heavy flavour  -sensitivity to strangeness and intrinsic charm- can improve
• Direct photon-------sensitivity to gluon—studies needed

Summary: where can we improve in future?

19

LHC'pdf'prospects
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A.M.'Cooper^Sarkar
HL/HE^LHC'WS,'CERN,'Nov.'2017

…%likely%to%bring%incremental%rather%than%dramatic%improvementsR%
more'concrete'studies'underway'in'context'of'ongoing'HL/HE^LHC'workshop
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pp%constrains
pdfs,%it%does%
not%precisely%

determine%them%
…%need%ep
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LHeC: √s= 1.3 TeV
×100–1000 HERA lumi.

FCC-eh: 
√s= 3.5 TeV

ep'colliders
HERA:'world’s'first'and'still'
only'ep collider'(√s'� 300'GeV)

LHeC:%future'ep (eA)'collider,'
proposed'to'run'concurrently''
with'HL/HE^LHCK'CDR'arXiv:1206.2913'
(complementary'to'LHCK'extra'discovery'
channelsK'HiggsK'precision'pdfs'and'!s)

FCC:eh:%further'future'ep (eA)'
collider,'integrated'with'FCC'
(further'kinematic'extension'wrt LHeC)

EIC:'world’s'first'polarised ep'
and'eA future'collider
(image'structure/interactions'of'nucleons'and'
nuclei'in'multi^dimensions'(x,'bt,'kt,'spin)')
EG.'arXiv:1108.1713,1212.1701,1708.01527

EIC: 
var. √s � 20 – 140 TeV
×100–1000 HERA lumi.

EIC

12



FCC:eh:
Q2 to'107 GeV2,'x:'10^7'⟶ 1
(⨉15/120 extension'in'Q2,1/x'reach'vs'HERA)

LHeC/FCC:eh and'EIC have'hugely'rich'physics'programmes
see'also'many'other'WG7'talks'in'this'workshop

kinematic'coverage

LHeC:
Q2 to'106 GeV2,'x:'10^6'⟶ 1

EIC:
Q2 to'104 GeV2,'x:'10^4'⟶ 1
variable'CM:'√s'≈'20–100'(140)'GeV

(interpolates'fixed'target'and'HERA)

ideal'for'proton'spin

13



LHeC and'EIC'pdf'programmes

14

LHeC /%FCC:eh%goals:%
completely'resolve'all proton%pdfsK'and'αs to'permille precision
no'higher'twist,'no'nuclear'corrections,'free'of'symmetry'assumptions,'N3LO'theory'(coming)

→%%ubar,%uv,%dbar,%dv,%s,%c,%b,%t,%xg and'αs

NC'and'CC'data'of'high'precision'(stat.+syst.)'over'unprecedented'(x,Q2)'kinematic'rangeK'
tagging'of'c,'b'with'high'precision'and'coverageK'ep'(eD)

NB,%fit%studies%mostly%do%not%yet%include%simulated%s,%c,%b,%t%or%FL%data (full'details'of'sim.'and'fit'in'extras)

EIC likely'to'run'alongside'HL^LHCK'important'to'establish'what'it'can'do'for'pdfs%
for'the'HL^LHC'era'and'beyond

EIC:%focus%is%on%pdfs%in%nuclei%and%pdfs%in%spin%polarised protons

some%questions%to%be%addressed:%d/u'and'xg(x)'at'large'xK'sK'cK'FLK'electroweak'
contributions'to'proton'pdfsK'…''(EG.'arXiv:1108.1713)

pdf%fit%studies:%
M.'Klein,'V.'Radescu

†'not'covered'in'this'talk:'polarised pdfs (EG.'J.'Qiu,'WG7)K'nuclear%pdfs%(N.'Armesto,'WG7)
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valence'quarks'from'LHeC

large%x%crucial%for%HL/HE–LHC%and%FCC%searchesR%also'relevant'for'DY,'MW'etc.

u valence d'valence

LHeC

precision'determination,'free'from'higher'twist'corrections'and'nuclear'uncertainties
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u,'d'quarks'at'large'x'from'EIC
EIC: substantial'improvement'of'uK'measurement'of'F2n (via'proton'spectator'
tagging)'has'significant'impact'on'knowledge'of'd%quark
A.%Accardi,%R.%Ent,%J.%Furletova,%C.%Keppel,%K.%Park,%R.%Yoshia,%M.%Wing

Large x at the EIC, 4 Oct 2016accardi@jlab.org 19

Impact - summary

  

 Energy scan ↔ L/T separa)on

– Large improvement in gluon uncertainty

– Li4le eGect on d-quarks

– (CC have very li4le eGects on u,d,g)

 Tagged neutrons

– No)ceable improvement for d-quarks u

– Some eGects on gluons

40-50% be4er gluons

40-50% be4er

d-quarks

Large x at the EIC, 4 Oct 2016accardi@jlab.org 18

Projected data (so far)

electrons positrons

tag NC CC NC CC

63

57

49

28

Cuts
 

W2 > 3.5 GeV2 (standard CJ15 cut)

Q2 > 2 GeV2 (NC) ; 100 GeV2 (CC)

0.05 < y < 0.95

Systema�cs
 

Normaliza)on: 1%
 

NC: 1.5% y>0.8 , 0.5% elsewhere
 

CC:  5% y>0.8 or Q2<125 , 2% elsew.
 

Tag: 5% x>0.3 , 2% elsewhere

* as of Jan 2017

Large x at the EIC, 4 Oct 2016accardi@jlab.org 12

 

 

 measure neutron F
2
 in D target

– Iavor separa)on

X

 measure proton F
2
 in D target

– Unique at colliders

– Compare oG-shell to free proton

– Establish nuclear eGects

– Validate on-shell extrapola)on 

techniques

X

 proton, neutron in light nuclei

– embedding in nuclear ma4er 

(a piece of the EMC puzzle) 

p
X

p
X

p
6He

7Li

X

Spectator tagging at EIC: even better!

new'sim.'data'since'DIS17

NB,'also'older'LHeC study,'showing'symmetrised knowledge'of'u'and'd'quarks'with'D'running

tag

JLEIC'projectionK'x'bins:'0.01'⟶ 0.9
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No predictive power from current PDF determinations, no discrimination among models

unless d

V

u

V

x!1���! k is built in the parametrization (CT14, CJ16, ABM12)

The EIC may measure the ratio F

n

2

/F

p

2

with high accuracy, provided neutron beams
expected to be less prone to nuclear and/or higher twist corrections than fixed-target DIS

Complementary measurements from the LHC (DY) and (particularly) the LHeC (DIS)
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d/u'at'large'x

resolve%long:standing%mystery%of%d/u%ratio%at%large%x

d/u%essentially%unknown%at%large%x
no'predictive'power'from'current'pdfsK'
conflicting'theory'picturesK
data'inconclusive,'large'nuclear'uncerts.

with'precision'ep'(n)'data'to'v.'large'x:'
no'nuclear'correctionsK'relax'assumptions

Large x at the EIC, 4 Oct 2016accardi@jlab.org 21

Impact - summary

• The d-quark goes from 30% to <~10% percent level

• Resolve long-standing mystery of d/u at large x, 

→ Can explore in detail fundamental models nucleon structure

• D/(p+n) in one experiment for the first time (possible, not discussed here) 

→ unprecedented handle on nuclear medium modifications

→ can quantitatively address interplay of hard scattering and (soft) nucleon dynamics

• Facilitate accurate neutron excess/isoscalar corrections 
- Important also for neutrino physics and nuclear PDFs

EIC

Large x at the EIC, 4 Oct 2016accardi@jlab.org 19

Impact - summary

  

 Energy scan ↔ L/T separa)on

– Large improvement in gluon uncertainty

– Li4le eGect on d-quarks

– (CC have very li4le eGects on u,d,g)

 Tagged neutrons

– No)ceable improvement for d-quarks u

– Some eGects on gluons

40-50% be4er gluons

40-50% be4er

d-quarks
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gluon'at'large'x

gluon'at'large'x'is'small'and'currently'
very'poorly'knownK

crucial%for%new%physics%searches

LHeC

LHeC sensitivity'at'large'x'comes'as'
part'of'overall'package

high'luminosity'(×100–1000'HERA)K'
fully'constrained'quark'pdfsK'low'xK'

momentum'sum'rule

gluon'and'sea'intimately'related
LHeC can'disentangle'sea'from'

valence'quarks'at'large'x,'with'precision'
measurements'of'CC and'NC F2γZ,'xF3γZ

FCC:eh
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gluon'at'large'x

pr
ot
on
'e
ne
rg
y

EIC:%large'x'gluon'
gain'from'inclusive'data'at'

multiple'CM'energiesK'
increased'Q2'lever'arm

LHeC and'EIC:'extra'direct'information'on'gluon'also'from'
c,'b, jetsK'not%yet%included%in%LHeC or%EIC%pdf%projection%studies
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Figure 34: Dijet yields as a function of invariant mass scaled to a luminosity of 1 fb�1 for Q2 = 1� 10 GeV2 (left
column) and Q

2 = 10� 100 GeV2 (right column). The top row compares proposed e+p center-of-mass energies
while the bottom row compares e+A energies.

shows that a typical jet at an EIC will contain rel-
atively few particles. This is quantified in Fig. 35,
which shows (for inclusive jets) the average num-
ber of particles inside a jet as a function of the jet
transverse momentum for two Q

2 ranges and
p
s

values. It is seen that the particle content of a jet
grows as a function of p

T

and is largely insensitive
to Q

2 or
p
s.

Analyses which utilize jet substructure have
become quite important in both hadron-hadron
[96–98] and heavy ion [99] collisions and will cer-
tainly be important in both e+p and e+A at an
EIC. Substructure will be invaluable to the study
of the nuclear medium, where observables such as
the jet fragmentation function, jet profile, and first
splitting (among many others) will quantify jet
modifications and thus shed light on how partons
lose energy while traversing the medium.

Observables sensitive to jet substructure can
also be used to identify and separate jets that arise
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Figure 35: Average number of particles with trans-
verse momentum greater than 250 MeV/c within a
jet as a function of jet transverse momentum (with
the root-mean-square of the distribution represented
by the error bars) for Q

2 = 1 � 10 GeV2 (bottom)
and Q

2 = 10� 100 GeV2 (top) and two center-of-mass
energies.

from quarks versus those from gluons as the dif-

33

,c,b

,c,b

NB,'ep'incl.'jet'and'dijet now'available'at'NNLO'QCDK'Currie'et'al,'arXiv:1606.03991,1703.05977K'Abelof et'al,'1607.04921

A.%Accardi,%et%al
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LHeC:%enormously'extended'range'and'much'improved'precision'c.f.'HERA

functions F cc
2 and F bb

2 , respectively, compared to recent measurements [150] from HERA.

LHeC  F2
cc  (RAPGAP MC, 7 TeV x 100 GeV, 10 fb-1, εc=0.1)

x

F 2cc
 x

 4
i

Q2 = 2 GeV2,i=1

Q2 = 4 GeV2,i=2

Q2 = 12 GeV2,i=3

Q2 = 20 GeV2,i=4

Q2 = 60 GeV2,i=5

Q2 = 200 GeV2,i=6

Q2 = 400 GeV2,i=7

Q2 = 1000 GeV2,i=8

Q2 = 10000 GeV2,i=9

Q2 = 50000 GeV2,i=10

HERA  combined data
LHeC   θc > 00
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Figure 3.23: F cc
2 projections for LHeC compared to HERA data [150], shown as a function

of x for various Q2 values. The expected LHeC results obtained with the RAPGAP MC
simulation are shown as points with error bars representing the statistical uncertainties. The
dashed lines are interpolating curves between the points. For the open points the detector
acceptance is assumed to cover the whole polar angle range. For the grey shaded and black
points events are only accepted if at least one charm quark is found with polar angles �c > 20

and �c > 100, respectively. For further details of the LHeC simulation see the main text.
The combined HERA results from H1 and ZEUS are shown as triangles with error bars
representing their total uncertainty.

The data are shown as a function of x for various Q2 values. The Q2 values were chosen such
that they cover a large fraction of the specific values for which HERA results are available.
Some further values demonstrate the phase space extensions at LHeC. The projected LHeC

74

LHeC  F2
bb  (RAPGAP MC, 7 TeV x 100 GeV, 10 fb-1, εb=0.5)

x
F 2bb
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Figure 3.24: F bb
2 projections for LHeC compared to HERA data [151] from H1, shown

as a function of x for various Q2 values. The expected LHeC results obtained with the
RAPGAP MC simulation are shown as points with error bars representing the statistical
uncertainties. The dashed lines are interpolating curves between the points. For the open
points the detector acceptance is assumed to cover the whole polar angle range. For the
grey shaded and black points events are only accepted if at least one beauty quark is found
with polar angles �b > 20 and �b > 100, respectively. For further details of the LHeC
simulation see the main text. The HERA results from H1 are shown as triangles with error
bars representing their total uncertainty.

data are presented as points with error bars which (where visible) indicate the estimated
statistical uncertainties. For the open points the detector acceptance is assumed to cover
the whole polar angle range. For the grey shaded and black points events are only accepted
if at least one charm quark is found with polar angles �c > 20 and �c > 100, respectively.

75

• δMc =%60%(HERA)%%to%3%MeV:'impacts'on'αs,'regulates'ratio'of'charm'to'light,'crucial'for'precision't,'H
• MSSM:'Higgs'produced'dominantly'via'bb'→ A''

c,'b'quarks



Probing intrinsic charm at an EIC
Intrinsic charm may be probed at an EIC by measuring
the charm contribution to the (reduced) DIS structure functions �

r,c

the longitudinal structure function F

L

or angular distributions

[Figure taken from arXiv:1108:1713]

Estimate of the reduced cross section �

r.c

and of the number of events dN
e

/dx

(assumed L = 10 fb�1, dN
e

/dx = Lh�
c

/dxi in a Q bin of size 0.15 GeV, NLO)

�

r,c

exceeds perturbative charm (CTEQ6.6) by a sizable amount for both BHPS and sea-like

momentum fractions of 3.5% are easily distinguished, fractions down to 1% can be also resolved
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intrinsic'charm

EIC:'intrinsic'charm'may'be'probed'via'charm'contributions'to'DIS'reduced'
cross'section,'FL,c or'angular'distributions

arXiv:1108.1713

sensitivity'to'intrinsic'vs'perturbative'charmK'and'to'different'shapes'of'intrinsic'charm

LHC:'Z+c,'γ+cK'most'recent'measurements'not'yet'discriminating'(EG.'M.'Stockton,'WG1)'

LHeC: challenge'– charm'tagging'in'very'forward'direction'to'access'large'x'values'of'
interestK'could'be'favourably done'with'dedicated'lower'proton'beam'energy'runs'(CDR'study)
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Figure 31: Determination of the relative strange-to-down sea quark fractions rs (left) and Rs (right). Bands: Present
result and its uncertainty contributions from experimental data, QCD fit, and theoretical uncertainties, see text;
Closed symbols with horizontal error bars: predictions from di↵erent NNLO PDF sets; Open square: previous
ATLAS result [38]. The ratios are calculated at the initial scale Q2

0 = 1.9 GeV2 and at x = 0.023 corresponding to
the point of largest sensitivity at central rapidity of the ATLAS data.

• To test the sensitivity to assumptions about the low-x behaviour of the light-quark sea, the constraint
on ū = d̄ as x ! 0 is removed by allowing Ad̄ and Bd̄ to vary independently from the respective
Aū and Bū. The resulting ū is compatible with d̄ within uncertainties of ' 8% at x ⇠ 0.001 and Q2

0,
while s + s̄ is found to be unsuppressed with rs = 1.16.

• The ATLAS-epWZ16 PDF set results in a slightly negative central value of xd̄�xū at x ⇠ 0.1, which
with large uncertainties is compatible with zero. This result is about two standard deviations below
the determination from E866 fixed-target Drell–Yan data [137] according to which xd̄ � xū ⇠ 0.04
at x ⇠ 0.1. It has been suggested that the ATLAS parameterization forces a too small xd̄ distribution
if the strange-quark PDF is unsuppressed [135]. However, the E866 observation is made at x ⇠ 0.1,
while the ATLAS W, Z data have the largest constraining power at x ⇠ 0.023. For a cross-check, the
E866 cross-section data was added to the QCD fit with predictions computed at NLO QCD. In this
fit xd̄ � xū is enhanced and nevertheless the strange-quark distribution is found to be unsuppressed
with rs near unity.

• Separate analyses of the electron and muon data give results about one standard deviation above
and below the result using their combination. If the W± and Z-peak data are used without the Z/�⇤
data at lower and higher m``, a value of rs = 1.23 is found with a relative experimental uncertainty
almost the same as in the nominal fit.

• A suppressed strange-quark PDF may be enforced by fixing rs = 0.5 and setting Cs̄ = Cd̄. The total
�2 obtained this way is 1503, which is 182 units higher than the fit allowing these two parameters to
be free. The ATLAS partial �2 increases from 108 units to 226 units for the 61 degrees of freedom.
A particularly large increase is observed for the Z-peak data, where �2/n.d.f. = 53/12 is found for
a fit with suppressed strangeness.

A final estimate of uncertainties is performed with regard to choosing the renormalization and factor-
ization scales in the calculation of the Drell–Yan cross sections. The central fit is performed using the
dilepton and W masses, m`` and mW , as default scale choices. Conventionally both scales are varied by
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strange
The strange PDF: current knowledge and limitations

Several processes are (in principle) sensitive to strange/antistrange quarks
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strange%pdf%poorly%knownK'suppressed'cf.'other'light'quarks?'strange'valence?

†ATLAS'arXiv:1203.4051,'confirmed'with'high'stats'in'1612.03016K'and'by'global'fitters'EG.'NNPDF'1706.00428,'MMHT'1708.00047

ATLAS† observe%large%strange%fraction%at%mean%Bjorken x%around%0.01

EG. ATLAS/CMS
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A strange conundrum
 In most PDF fits, strangeness suppressed wrt up and down quark sea due to neutrino dimuon data

 On the other hand, recent collider data, in particular the ATLAS W,Z 2011 rapidity distributions, prefer 
instead a symmetric strange quark sea

Thorne, DIS2017

 The new ATLAS data can be accommodated in the global fits, and i) indeed it increases strangeness, but 
not as much as in  a collider-only fit, and ii) some tension remains between neutrino and collider data

≈ 0.5 (from neutrino, CMS W+c)

≈ 1.0 (from ATLAS W,Z)

Juan Rojo                                                                                                               POETIC8, Regensburg, 19/03/2018
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Figure 3.13: Simulated measurement of the anti-strange quark density in CC e�p scattering
with charm tagging at the LHeC, for a luminosity of 10 fb�1. Closed (open) points: tagging
acceptance down to 10 (1⇥). The charm quark tagging e�ciency is assumed to be �c = 10%
and the e�ciency to keep light quark background bgdq = 1%.
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LHeC: direct'sensitivity'to'strange'via'W+s'→'c
(x,Q2)%mapping%of%(anti)%strange%quark%for%first%time

The strange PDF: K± production in SIDIS at an EIC

[figure taken from arXiv:1108:1713]

red points: pseudodata at an EIC
(based on PYTHIA + JETSET)

black curves: theory predictions
(NNPDF2.0 + DSS07, NLO)

0.01  y  0.95,
p
s = 70.7 GeV

z integrated in the range [0.2, 0.8]

small x: d�K

+ ⇡ d�

K

�

large x: d�K

+ � d�

K

�

may constrain s

+ and s

�

drawback: K± fragmentation
a) study FFs separately

b) analyze PDFs and FFs

simultaneously [more in N. Sato’s talk]

LHeC: direct sensitivity to s

charm tagging in CC DIS (W + s ! c)

⇡

± production in SIDIS at an EIC
allow for a determination of ū� d̄
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EIC: K± prod.'in'semi^inclusive'DISK'
complication:'K± fragmentationK'could'study'
FFs'separately,'or'simult.'analyse pdfs'and'FFs

also'strange sensitivity'in'PV'DISK'
W+s'→'c,'
in'complementary'phase'space'to'LHeC

arXiv:1108.1713

also%top%pdf%via%CC%DIS%becomes%possible!
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no'current'data'much'below'x=5⨉10^5

LHeC provides'single,'precise'and'
unambiguous'dataset'down'to'x=10^6

FCC:eh probes'to'even'smaller'x=10^7

explore'low'x'QCD:'
DGLAP'vs'BFKLK'non^linear'evolutionK'

gluon'saturationK'implications'
for'ultra'high'energy'neutrino'cross'sections

EICLHeCFCC^eh

(EIC:'study'of'gluon'saturation'in'eA a'key'goalK''
nuclear'enhancement'Qs2 ~'A1/3K'

saturation'effects'expected'at'larger'x'for'heavy'nuclei'cf.'proton)

LHeC
FCC:eh
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• recent'evidence'for'onset'of'BFKL'dynamics'in'HERA'inclusive'data

R.'Ball'et'al,'arXiv:1710.05935'

gg'lumi

• impact%for%LHC%and%most%certainly%at%ultra%low%x%values%probed%at%FCC

effect'of'small'x'
resummation

NNLO'only

xg(x)

effect'of'small'x'resummation

(see'also'xFitter study,'arXiv:1802.00064)
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FIG. 1. All-order e↵ects on the Higgs cross section computed at N3LO, as a function of
p
s. The plot of the left shows the

impact of small-x resummation, while the one of the right of large-x resummation. The bands represent PDF uncertainties.

small-x [89]. This opens up the possibility of achieving
fully consistent resummed results. While we presently
concentrate on the Higgs production cross section, our
technique is fully general and can be applied to other
important processes, such as the Drell-Yan process or
heavy-quark production. We leave further phenomeno-
logical analyses to future work.

Let us start our discussion by introducing the factor-
ized Higgs production cross section
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where �
0

is the lowest-order partonic cross section, L
ij

are parton luminosities (convolutions of PDFs), C
ij

are
the perturbative partonic coe�cient functions, ⌧ = m

2

H/s

is the squared ratio between the Higgs mass and the col-
lider center-of-mass energy, and the sum runs over all
parton flavors. Henceforth, we suppress the dependence
on renormalization and factorization scales µR, µF. More-
over, because the Higgs couples to the gluon via a heavy-
flavor loop, (1) also implicitly depends on any heavy vir-
tual particle mass.

The general method to consistently combine large-
and small-x resummation of partonic coe�cient functions
C

ij

(x,↵
s

) was developed in [85]. The basic principle is
the definition of each resummation such that they do
not interfere with each other. This statement can be
made more precise by considering Mellin (N) moments
of (1). The key observation is that while in momen-
tum (x) space coe�cient functions are distributions, their
Mellin moments are analytic functions of the complex
variable N and therefore, they are (in principle) fully de-
termined by the knowledge of their singularities. Thus,
high-energy and threshold resummations are consistently

combined if they mutually respect their singularity struc-
ture. In [85], where an approximate N3LO result for C

ij

was obtained by expanding both resummations to O(↵3

s

),
the definition of the large-x logarithms from threshold re-
summation was improved in order to satisfy the desired
behavior, and later this improvement was extended to
all orders in [45], leading to the so-called  -soft resum-
mation scheme. Thanks to these developments, double-
resummed partonic coe�cient functions can be simply
written as the sum of three terms [90]
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), (2)

where the first term is the fixed-order calculation, the
second one is the threshold-resummed  -soft contribu-
tion minus its expansion (to avoid double counting with
the fixed-order), and the third one is the resummation of
small-x contributions, again minus its expansion. Note
that not all partonic channels contribute to all terms
in (2). For instance, the qg contribution is power-
suppressed at threshold but it does exhibit logarithmic
enhancement at small x.
Our result brings together the highest possible accu-

racy in all three contributions. The fixed-order piece is
N3LO [18–22], supplemented with the correct small-x be-
havior, as implemented in the public code ggHiggs [49,
85, 91]. Threshold-enhanced contributions are accounted
for to next-to-next-to-next-to-leading logarithmic accu-
racy (N3LL) in the  -soft scheme, as implemented in
the public code TROLL [45, 49]. Finally, for high-energy
resummation we consider the resummation of the lead-
ing non-vanishing tower of logarithms (here LLx) to the
coe�cient functions [62, 83], which we have now imple-
mented in the code HELL [86, 87]. The technical details of
the implementation will be presented elsewhere [92]. Our
calculation keeps finite top-mass e↵ects where possible.
In particular, in the fixed-order part they are included

gluon'at'small'x
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effect'of'small'x'resummation on'ggH cross'section'for'LHC,'HE^LHC,'FCC'
impact'on'other'EW'observables'could'be'of'similar'size

M.'Bonvini and'S.'Marzani,'arXiv:1802.07758
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ep%simulated%data%very%precise – significant'constraining'power'to'discriminate'
between'theoretical'scenarios'of'small'x'dynamics''''''''''''''''''''''''''''''''''

F2'and'FL'predictions'for'simulated'kinematics'of LHeC and'FCC:eh

measurement%of%FL%has%a%critical%role%to%play ⟶

arXiv:1710.05935

FL
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28

M.'Klein,'arXiv:1802.04317
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Figure 14: Simulations of FL measurements with the LHeC (red circles) compared with measurements at H1 (blue
squares), see text.

with more Silicon detector planes of higher acceptance and resolution and a hadronic backward
calorimeter which was basically absent on H1; iii) the increased electron beam energy implies that
high y may be achieved at larger scattered electron energy E 0. Both the improved detector and the
enlarged Ee will enable to reach highest y values at much reduced background.

A simulation had been performed for the LHeC CDR [5] which is illustrated in Fig. 14. In
order to be conceptually independent of the LHC operation, for the LHeC the electron beam energy
is lowered as opposed to HERA. The point-by-point precision is impressively improved, from at
best �FL ' ±0.1 � 0.2 with H1 to typically a 0.02 total uncertainty for the LHeC. Based on the
invaluable experience gained with H1 at HERA and on the design prospects for the LHeC and its ep
experiment, one can indeed be optimistic that Guido Altarelli’s wish for a precise determination of
FL will eventually be fulfilled. The simulated data, with their exceptional determinations of F2 and
FL, were used in a study, presented in the CDR, to illustrate the unique potential in discriminating
theory at small x.

+

References
[1] Elliott D. Bloom et al. High-Energy Inelastic e p Scattering at 6-Degrees and 10-Degrees. Phys. Rev. Lett.,

23:930–934, 1969.

[2] Martin Breidenbach, Jerome I. Friedman, Henry W. Kendall, Elliott D. Bloom, D. H. Coward, H. C. DeStaebler,
J. Drees, Luke W. Mo, and Richard E. Taylor. Observed Behavior of Highly Inelastic electron-Proton Scattering.
Phys. Rev. Lett., 23:935–939, 1969.

[3] Guido Altarelli and G. Parisi. Asymptotic Freedom in Parton Language. Nucl. Phys., B126:298–318, 1977.

[4] Guido Altarelli. The Higgs and the Excessive Success of the Standard Model. Frascati Phys. Ser., 58:102, 2014.

[5] J. Abelleira Fernandez and the LHeC Study Group. A Large Hadron Electron Collider at CERN. Journal of
Physics G: Nuclear and Particle Physics, 39(7):075001, 2012.

[6] D. Angal-Kalinin et al. PERLE: Powerful Energy Recovery Linac for Experiments - Conceptual Design Report,
J.Phys.G to appear,. arXiv:1705.08783, 2017.

[7] G. Altarelli. Deep Inelastic Scattering in the LHC Time. Opening Lecture, ECFA LHeC Workshop at Divonne,
2008.

33

10

 x
4−10 3−10 2−10 1−10 1

)+
C

2
(x

,Q
L

 F

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

2 = 1.4 GeV2Q
C=0

2 = 2.5 GeV2Q
C=0.05

2 = 4.4 GeV2Q
C=0.1

2 = 7.8 GeV2Q
C=0.15

2 = 14 GeV2Q
C=0.2

2 = 25 GeV2Q
C=0.25

2 = 44 GeV2Q
C=0.3

2 = 78 GeV2Q
C=0.35

2 = 139 GeV2Q
C=0.4

2 = 78 GeV2Q
C=0.35

2 = 247 GeV2Q
C=0.45

/A-1Ldt = 10 fb∫
e+Au

/A-1Ldt = 10 fb∫
e+Au  = 63.2, 77.5, 89.4 GeVs

 = 31.6, 38.7, 44.7 GeVs
CT14NLO+EPPS16

 x
-410 -310 -210 -110 1

)+
C

2
(x

,Q
Lcc

 F

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

2 = 1.4 GeV2Q
C=0

2 = 2.5 GeV2Q
C=0.005

2 = 4.4 GeV2Q
C=0.01

2 = 7.8 GeV2Q
C=0.015

2 = 14 GeV2Q
C=0.02

2 = 25 GeV2Q
C=0.025

2 = 44 GeV2Q
C=0.03

2 = 78 GeV2Q
C=0.035

2 = 139 GeV2Q
C=0.04

/A-1Ldt = 10 fb∫
e+Au

/A-1Ldt = 10 fb∫
e+Au  = 63.2, 77.5, 89.4 GeVs

 = 31.6, 38.7, 44.7 GeVs
CT14NLO+EPPS16

FIG. 10. Inclusive FL (left) and F

cc̄
L (right) as a function of x for several values of Q2. The vertical bars represent statistical

and systematic uncertainties added in quadrature. The grey bands represent the theoretical predictions based on EPPS16.

proton PDF. The adopted x dependence was
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(7)
In the equations above, xa and xe are the values of x cor-
responding to the assumed antishadowing maximum and
EMC minimum, respectively (see Figure 11). The rest of
the parameters were adjustable but constrained such that
the piecewisely defined parametrization is smooth over all
x. The A dependence of the fit functions was encoded
with a power-law-like parametrization at x = xa, x = xe,
and in the case of sea quarks also in the limit x ! 0, see
Ref [22] for further details. Figure 11 (left) shows some
examples of how the function in Eq. (7) behaves at small
x when freezing the parameters that control the region
x > xa. The sti↵ness of R

EPPS16

(x) is obvious: only a
monotonic decrease or increase towards x ! 0 is possible.
Exactly the same limitation would apply also if we were
to perform a PDF-reweighting study. Here, our goal is to
partly release this assumption to obtain a less-biased es-
timate of the projected data constraints. In practice, we
have replaced the EPPS16 small-x fit function in Eq. (7)
by a more flexible form.

R

new

(x  xa) = a

0

+(x�xa)
2

"
a

1

+
2X

k=1

ak+2

x

k/4

#
. (8)

Some examples of how this function can behave are
shown in Figure 11 (right). Ideally, the same functional
form should be applied to all partonic species, but in
the present work we only use it for the gluons. They
arguably play a special role being particularly prone to
non-linear e↵ects at low Q

2 and also in controling the
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FIG. 11. Illustration of the rigidity/flexibility of the small-
x fit functions used in EPPS16 analysis (upper) and in the
present work (lower).

E.A.'Aschenauer et'al,'arXiv:1708.05654

complementary%FL measurements%from%LHeC and%EIC
together'ranging'from'very'small'to'large'x'

(eAu shownK'similar'precision'expected'in'ep,'and'larger'
kinematic'coverage'with'√s'up'to'141'GeV)
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summary'of'LHeC pdfs
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(taken'from'E.'R.'Nocera,'POETIC7)

Summary of PDF-related measurements at an EIC

Measurement Process What we learn

U
np

ol
ar
iz
ed

unpolarized scaling violations unpolarized gluon
structure functions F

L

and F

c

L

in inclusive DIS distribution at small x

heavy mesons J/ and ⌥ heavy-quark production unpolarized gluon at large x

charm contribution to the cross section in (semi-inclusive) DIS intrinsic charm contribution in the proton

kaon charged kaon production unpolarized strange
multiplicities in semi-inclusive DIS and antistrange distributions

P
ol
ar
iz
ed

polarized scaling violations gluon contribution
structure function g1 in inclusive DIS to proton spin

polarized semi-inclusive DIS quark contribution to proton spin

structure function g

h

1 for pions and kaons sea asymmetry �ū � �

¯

d; �s

novel electroweak inclusive DIS flavor separation
spin structure functions at high Q

2 at medium x and large Q

2

UNP Excellent complementarity with the LHC (discovery) and LHeC (ultra-precision)
training ground for future colliders as HERA has been for the EIC

POL Unique machine to address the spin structure of the proton
the EIC might save unexpected surprises, like the SPS-EMC did in the 80s

A favorite theory of mine - to wit, that no occurrence is sole and solitary,

but is merely a repetition of a thing which has happened before, and perhaps often.

(M. Twain, The Celebrated Jumping Frog of Calaveras County, 1865)

Emanuele R. Nocera (Oxford) Unpolarized and polarized PDFs at an EIC November 14, 2016 33 / 33

EIC'proton'pdfs
+ ongoing'studies'presented'here'on'impact'of'ep'NC/CC'+ F2n'on'large%x%pdfs
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Figure 3: Precision electroweak and strong interaction coupling determinations with the LHeC. Left: Total experimental
uncertainty of the vector and axial-vector NC down-quark couplings from the LHeC (red ellipse) compared to present determi-
nations from HERA, Tevatron and LEP; Right: Extrapolation of the coupling constants (1/�) within SUSY (CMSSM40.2.5) [4]
to the Planck scale. The width of the red line is the uncertainty of the world average of �s, which is dominated by the lattice
QCD calculation chosen for the PDG average. The black band is the LHeC projected experimental uncertainty [1].

LHeC �s measurement is not just a single experiment but represents a whole programme, which renews
the physics of DIS and revisits the scale uncertainties in pQCD at the next-to-next-to-next-to leading order
level. The LHeC itself provides the necessary basis for such a programme, mainly with a complete set of
high precision PDF measurements, including for example the prospect to measure the charm mass to 3MeV
as compared to 30MeV at HERA (from F cc

2 ), and with the identification of the limits of applicability of
DGLAP QCD by discovering or rejecting saturation of the gluon density.

3.3 Low x Physics

The parton densities extracted from HERA data exhibit a strong rise towards low x at fixed Q2. The
low x regime of proton structure is a largely unexplored territory whose dynamics are those of a densely
packed, gluon dominated, partonic system. It o�ers unique insights into the gluon field which confines quarks
within hadrons and is responsible for the generation of most of the mass of hadrons. Understanding low x
proton structure is also important for the precision study of cosmic ray air showers and ultra-high energy
neutrinos and may be related to the string theory of gravity. The most pressing issue in low x physics is
the need for a mechanism to tame the growth of the partons, which, from very general considerations, is
expected to be modified in the region of LHeC sensitivity. There is a wide, though non-universal, consensus,
that non-linear contributions to parton evolution (for example via gluon recombinations gg � g) eventually
become relevant and the parton densities ‘saturate’. The LHeC o�ers the unique possibility of observing
these non-perturbative dynamics at su⇤ciently large Q2 values for weak coupling theoretical methods to
be applied, suggesting the exciting possibility of a parton-level understanding of the collective properties of
QCD. A two-pronged approach to mapping out the newly accessed LHeC low x region is proposed in [1].
On the one hand, the density of partons can be increased by overlapping many nucleons in eA scattering
(see next section). On the other hand, the density of a single nucleon source can be increased by probing at
lower x in ep scattering. Many observables are considered in [1], from which two illustrative examples are
chosen here.

10

• !s is'least'known'coupling'constant''''''''''''
precise'!s'needed'to'constrain'GUT'scenariosK'''''''''''''
for'cross'section'predictions,'including'HK'…

• measurements'not'all'consistent'''''''''
• what'is'true'central'value'and'uncertainty?'''''''''
• !s(DIS)%smaller'than'world'average?

• LHeC:'permille precision%from'QCD'fit'
of'inclusive'NC'and'CC'DIS'(!s(DIS^jets)?)

• can'challenge'lattice'QCD

(LHeC:'NC+CC'incl.K'total'exp.'uncertsK'independent'of'BCDMS) (G.'Zanderighi,'Moriond16K'
from'C.'Anastasiou et'al,'arXiv:1602.00695)

PDG
LHeC

Higgs%XS

strong'coupling'!s from'LHeC (FCC^eh)
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lattice'QCD

ep:%per%mille%level%%
(LHeC/FCC^eh'combined'
with'HERA)

ee:%order'per%mille%
with'an'FCC^ee

arXiv:1512.05194

see'also'talk'by'

D.'d’Enterria
in'WG4
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summary
much%of%LHC%(and%FCC)%programme is%or%will%become%pdf%or%αs%limited
wealth'of'LHC'pdf^constraining'measurements'availableK'widely'exploited'in'modern'pdf'fitsK'
LHC'future'measurements'likely'to'give'incremental'rather'than'dramatic'improvementsK''
also'may'have'to'worry'about'LHC'feedback'(BSM?)'for'SM'pdfs
more%concrete%studies%being%performed%in%context%of%HL/HE:LHC%workshop

electron:hadron%colliders%essential%for%future%of%particle%& nuclear%physics

LHC^eh'(FCC^eh):'goes'beyond'HERA'in'energy,'luminosity,'and'eA
unprecedented'kinematic'reachK'accesses'scales'sensitive'to'BSM'and'Higgs'physicsK'
precise%determination%of%all pdfs,%and%αs%to%permille precision

EIC:'goes'beyond'HERA'in'polarisation for'spin'physics,'luminosity,'and'eA
wealth'of'NP'& PP'goals,'beyond'its'use'for'unpolarised pdfs'(see,'EG.'J.'Yiu,'WG7)

pdfs'4LHC'not'yet part'of'remitK'studies'in'progress'are'establishing'potentialK
volunteers%and%further%engagement%with%HEPP%community%welcome
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Photon PDFs (in proton) 

11 

Q = 3.2 GeV! 0.05%! 0.34%!
Q = 85 GeV! 0.22%! 0.51%!

p! (Q) ! x,Q0( ) = 0 ! x,Q0( )CM

" momentum fraction:!

"0#

"0#
"CM#

"CM#

g# g#

u# u#
d# d#

c#
c#b#

s#s#
d d
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Photon PDF can be larger!
than sea quarks at large x!!
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FCC'parton luminosities
FCC'parton luminosities'(100'TeV)today…
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pdf'luminosities'for'HE^LHC'and'FCC

LHC@27TeV
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proton'spin'at'EIC

x

Q
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(G
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2 )

Current polarized DIS ep data:
CERN DESY JLab-6 SLAC

Current polarized RHIC pp data:
PHENIX π0 STAR 1-jet W bosons
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Figure 2: Left: The range in x vs. Q

2, accessible with an EIC in polarized e+p collisions compared to past
(CERN, DESY, SLAC) and existing (JLAB) facilities as well as to polarized p+p collisions at RHIC. Two di↵er-
ent energy ranges from 22–63 GeV (hatched) and from 45–141 GeV (beige) are indicated. Right: The kinematic
acceptance in x vs. Q

2 of completed lepton-nucleus(DIS) and Drell-Yan (DY) experiments, as well as JLAB-12
(all fixed target) compared to the EIC acceptance in two energy ranges, 15–40 GeV (hatched) and from 32–90
GeV (beige).

DIS for a range of EIC energies in e+p collisions
(with and without polarized protons) is shown in
Fig. 2 (left). The kinematic reach in e+A colli-
sions is shown in Fig. 2 (right). For e+p the two
energy ranges depicted are, i) a high energy range
of center-of-mass range of

p
s = 45-141 GeV, and

ii) a lower energy range of
p
s = 22-63 GeV. In

e+A collisions o↵ heavy nuclei, the correspond-
ing low energy center-of-mass range is

p
s = 15-40

GeV and the higher energy range is
p
s = 32-90

GeV. Diagonal lines on the plot represent lines of
constant “inelasticity” y. In the rest frame of the
proton (or nucleus), the inelasticity is the ratio of
the energy carried by the virtual photon divided
by the energy of the incoming electron. Figure 2
(left) also shows the x-Q2 values for which data are
available from fixed target DIS polarized e+p ex-
periments as well as from polarized p+p collisions
at RHIC. Correspondingly, Fig. 2 (right) shows the
x-Q2 values for which data are available from fixed
target e+A collisions. In both cases, for Q

2

> 1
GeV2, there are no data below x ⇠ 5 ·10�3. Alter-
nately, for Q

2 = 1 GeV2, the kinematic reach of
the EIC would exceed extant world data by nearly
two orders of magnitude for polarized e+p scatter-
ing and a factor of 50 for e+A collisions. Thus,
a region that is currently terra incognita for the
extraction of gluon distributions and for the study

of gluon saturation will become available for pre-
cision measurements at the EIC.

1 10 210

1−10

1

10

Q2 (GeV2)

xg
(x

,Q
2 )

CTEQ14 NNLO

x = 0.1

x = 10-2

x = 10-3
x = 10-4

no DIS data 
for given x

Figure 3: Proton PDFs of gluons as functions of Q2 for
various x values as derived by the CTEQ collaboration
in NNLO [6].The bands indicate the uncertainties in
our knowledge of gluon PDFs. They are colored in the
range where the relevant DIS data (HERA) is available.

Even though gluons, unlike quarks, do not
couple directly to electromagnetic probes, we can
learn about their properties from “scaling vio-
lations”. These in particular describe changes
in quark distributions with Q

2 and Bjorken x.
The evolution of gluon distributions with Q

2 ex-
tracted from these scaling violations is described
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The proton spin

•Even after four decades of study, aspects of QCD still surprise us today.

How is the proton spin formed from its 
microscopic constituents?
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The EIC will provide the first 
precision probe of the gluon spin
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encode'extent'to'which'q'and'g'with'momentum'fraction'x'have'spins'aligned'with'spin'direction'of'nucleon'
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Figure 11: Projections for the structure function g

1

at
di↵erent

p
s, compared with a model extrapolation and

its uncertainties [18]. The curves correspond to di↵er-
ent values of x that are specified next to each curve.
For clarity, constants are added to g

1

to separate dif-
ferent x bins; moreover, multiple data points in the
same x-Q2 bin are displaced horizontally. The gray
area marks the phase space currently covered by fixed
target experiments. See text for details.

The integral of the structure function over x

is sensitive to the contribution from the quarks
and the derivative versus Q

2 is sensitive to the

gluon distribution. Therefore �g(x,Q2) can be
accessed in DIS data via scaling violation fits
⇠ dg
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2
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/dlnQ2. However, a precise scaling

violation fit requires, depending on the respective
uncertainties, a su�ciently large lever arm in Q

2

at any given value of x. Figure 10 shows how
the present knowledge of the structure function
g

1

rapidly deteriorates and uncertainties explode
at low x. The EIC pseudo-data are depicted by
the red data points. The uncertainties are smaller
than the symbols illustrating the enormous con-
straining power an EIC will have on g

1
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(x,Q2) in e+p collisions at
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pared with the phase space currently reached by
fixed target experiments. The error bars indicate
only the statistical precision and correspond to a
sampled luminosity of 10 fb�1. The uncertain-
ties of the DSSV14 theoretical prediction [18] are
shown by the blue bands. It is clear that the
assumed sampled luminosity is already enough
to get really precise measurements, whereas the
larger

p
s extends greatly the reach to lower x val-

ues where present uncertainties are large. Given
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Figure 2: Left: The range in x vs. Q

2, accessible with an EIC in polarized e+p collisions compared to past
(CERN, DESY, SLAC) and existing (JLAB) facilities as well as to polarized p+p collisions at RHIC. Two di↵er-
ent energy ranges from 22–63 GeV (hatched) and from 45–141 GeV (beige) are indicated. Right: The kinematic
acceptance in x vs. Q

2 of completed lepton-nucleus(DIS) and Drell-Yan (DY) experiments, as well as JLAB-12
(all fixed target) compared to the EIC acceptance in two energy ranges, 15–40 GeV (hatched) and from 32–90
GeV (beige).

DIS for a range of EIC energies in e+p collisions
(with and without polarized protons) is shown in
Fig. 2 (left). The kinematic reach in e+A colli-
sions is shown in Fig. 2 (right). For e+p the two
energy ranges depicted are, i) a high energy range
of center-of-mass range of

p
s = 45-141 GeV, and

ii) a lower energy range of
p
s = 22-63 GeV. In

e+A collisions o↵ heavy nuclei, the correspond-
ing low energy center-of-mass range is

p
s = 15-40

GeV and the higher energy range is
p
s = 32-90

GeV. Diagonal lines on the plot represent lines of
constant “inelasticity” y. In the rest frame of the
proton (or nucleus), the inelasticity is the ratio of
the energy carried by the virtual photon divided
by the energy of the incoming electron. Figure 2
(left) also shows the x-Q2 values for which data are
available from fixed target DIS polarized e+p ex-
periments as well as from polarized p+p collisions
at RHIC. Correspondingly, Fig. 2 (right) shows the
x-Q2 values for which data are available from fixed
target e+A collisions. In both cases, for Q

2

> 1
GeV2, there are no data below x ⇠ 5 ·10�3. Alter-
nately, for Q

2 = 1 GeV2, the kinematic reach of
the EIC would exceed extant world data by nearly
two orders of magnitude for polarized e+p scatter-
ing and a factor of 50 for e+A collisions. Thus,
a region that is currently terra incognita for the
extraction of gluon distributions and for the study

of gluon saturation will become available for pre-
cision measurements at the EIC.
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Figure 3: Proton PDFs of gluons as functions of Q2 for
various x values as derived by the CTEQ collaboration
in NNLO [6].The bands indicate the uncertainties in
our knowledge of gluon PDFs. They are colored in the
range where the relevant DIS data (HERA) is available.
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Figure 11: Projections for the structure function g
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at
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s, compared with a model extrapolation and

its uncertainties [18]. The curves correspond to di↵er-
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to separate dif-
ferent x bins; moreover, multiple data points in the
same x-Q2 bin are displaced horizontally. The gray
area marks the phase space currently covered by fixed
target experiments. See text for details.
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pared with the phase space currently reached by
fixed target experiments. The error bars indicate
only the statistical precision and correspond to a
sampled luminosity of 10 fb�1. The uncertain-
ties of the DSSV14 theoretical prediction [18] are
shown by the blue bands. It is clear that the
assumed sampled luminosity is already enough
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tion g1(x,Q2) (solid line) and 90% C.L. estimates of its
uncertainties (dotted lines) as a function of the momen-
tum fraction x at Q2 = 10GeV2. Unlike in Fig. 2, the
alternative fits at 90% C.L. now include combined vari-
ations of quark and gluon helicity PDFs away from the
DSSV 2014 best fit [17] which lead to uncertainties at
least twice as large as for the variations just based on ∆g
shown in Fig. 2. We note that throughout our paper the
allowed ranges of variations at 90% C.L. are determined
for each of the shown results by the robust Lagrange
multiplier technique and dynamic tolerances for the ap-
propriate increase in the χ2 of the fit similar to what is
done in most of the recent PDF fits [24].
To illustrate once again the accuracy of future mea-

surements at an EIC, we also show here a few repre-
sentative projected data points taken from Fig. 2 in the
relevant Q2 regime around 10GeV2 for the three differ-
ent c.m.s. energies we consider. Clearly, measurements
of g1(x,Q2) at small x will dramatically reduce the un-
certainties in the quark helicity PDFs and, indirectly,
through the coupled QCD scale evolution of quarks and
gluons also in ∆g(x,Q2). At any given x, scaling viola-
tions for g1(x,Q2) will further constrain ∆g(x,Q2). As
was already shown in Fig. 2, they are numerically not
very pronounced for the optimum DSSV 2014 fit, which
can be also inferred from Fig. 3, where we show g1(x,Q2)
at Q2 = 1 and 100GeV2 in addition to our default scale
of 10GeV2. However, each of the alternative fits exhibits
a somewhat different Q2 dependence driven by the uncer-
tainties in the x shapes of the quark and gluon densities.
For x ! 0.01, the scale dependence of g1(x,Q2) in the
range from Q2 = 1 to 100GeV2 is typically larger than
the uncertainty on g1(x,Q2) from present data.

III. PRESENT STATUS OF ∆g AND IMPACT
OF PROJECTED RHIC AND EIC DATA

Before addressing the question of how precisely an EIC
will constrain the total gluon and quark polarizations in
the spin decomposition (2), and, indirectly, also the total
OAM L, it is important to first make a precise assessment
of how well these quantities are expected to be known by
the end of the current experimental programs, in partic-
ular, RHIC spin. This will set the best possible baseline
to judge on the impact a future EIC could have in the
field of QCD spin physics.
Different indicators and measures can be adopted to

quantify how well the gluon helicity density and the re-
sulting contribution ∆g(Q2) to the proton’s spin are con-
strained by data. The standard way to study uncertain-
ties as a function of the parton’s momentum fraction x
at a given Q2 in a global QCD fit to all available data
is certainly the most obvious possibility, however, it nei-
ther provides an immediate idea of the accuracy for the
phenomenologically interesting x-integral (1) that is the
focus of our study, nor does it indicate the relevance of
the different regions in x probed by the different experi-
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FIG. 4: [color online] The running integral of the gluon he-
licity distribution at Q2 = 10GeV2 as a function of xmin ac-
cording to the DSSV 2014 analysis [17] (solid line) and 90%
C.L. uncertainty estimates (shaded bands) based on global
QCD fits utilizing different sets of existing and projected pp
and EIC data (see text).

ments used in the fit.
Instead, we choose to present most of our results in

terms of the “running integral” of, for instance, the gluon
helicity density, defined analogously to Eq. (1) as

∆g(Q2, xmin) ≡
∫ 1

xmin

dx∆g(x,Q2) , (3)

which represents the share of the proton spin (2) from
gluons as a function of the lower integration limit xmin.
Its uncertainty takes into account the non-trivial corre-
lations between the different regions of x contributing to
(3). By varying xmin in (3), one can explore how low in x
– or, alternatively, how high in

√
s – one likely needs to go

with future experiments to reduce x → 0 extrapolation
uncertainties to a level small enough to make meaningful
statements about how gluons and quarks in the proton
make up its spin. To study the important question of
the convergence of (3) with xmin in more detail, we will
also compute the contributions to (3) from different bins
[xmin, xmax] in x in case of ∆g.
To estimate the impact of past, current, and future

data sets on ∆g and ∆Σ we proceed in steps. To this
end, we will present uncertainty estimates for various
running integrals by including different data sets one-
by-one into our global analysis framework. As we have
mentioned already, to demonstrate the impact an EIC
will have on∆g in the future, we should take into account
the experimental information that is expected to become
available soon from the RHIC spin program. Essentially,

9

certainty estimates including also the projected RHIC
data only slightly increase towards smaller x reflecting
the improvements in the running integral already ob-
served in Fig. 4. The constraining power of the EIC DIS
data is very significant in the entire x range and appears
to be roughly a constant factor of 2 − 3 with respect to
the bin-by-bin estimates including the projected RHIC
data. This is somewhat less than what was obtained for
the running integral at low xmin, suggesting that scal-
ing violations are more powerful when considered over
an extended range of momentum fractions rather than
in a small bin in x. In the latter case much fewer data
points are actually providing a strong constraint on al-
lowed variations in any given bin. Another important
factor to consider are the mentioned sizable bin-by-bin
correlations. Similarly, the impact of including more DIS
sets at different c.m.s. energies is reduced for the bin-by-
bin studies as compared to running integral shown in
Fig. 4.

IV. STATUS AND PROSPECTS FOR ∆Σ AND
THE TOTAL OAM CONTRIBUTION

Similarly to what has been discussed in the previous
Section in connection with the gluon helicity density, the
running integral of the quark singlet ∆Σ(x,Q2) repre-
sents the intrinsic spin contribution of all quark flavors
in the decomposition of the proton spin (2). Thanks to
the direct coupling of the quarks to the probing virtual
photon in DIS, ∆Σ(x,Q2) is much better constrained by
present fixed target data than the gluon helicity distri-
bution which only enters indirectly through QCD scale
evolution or as an O(αs) correction. Since ∆Σ(x,Q2)
and ∆g(x,Q2) are coupled through the singlet evolution
equations, any constraint from data on either of the two
distributions impacts also the other one.
An extraction of the quark singlet from DIS data

on g1(x,Q2) also requires to determine simultaneously
two additional flavor non-singlet distributions, which, if
needed, can be all recast into the total contributions
from u, d, and s quarks, i.e., ∆u + ∆ū, ∆d + ∆d̄, and
∆s+∆s̄ (here we ignore for simplicity any contribution
from charm and bottom quarks, which play no role for
all currently available data).
The x-integrals of the two non-singlet combinations are

usually assumed to be related to the hyperon decay con-
stants F and D within some uncertainties, which provide
some indirect constraint for the currently unmeasured
small x region below a few times 10−3. Since we only
wish to focus on the quark flavor singlet in this paper,
we adopt these constraints in the same way as was done
in the DSSV global analyses. A more thorough analysis
of flavor separated quark helicity densities and their un-
certainties will be conducted once a fully updated suite
of reliable sets of fragmentation functions becomes avail-
able to revisit our previous impact study of SIDIS data
in Ref. [8]. Then we will also explore how well an EIC
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FIG. 7: [color online] Similar to Fig. 4 but now for the running
integral of the quark singlet helicity density ∆Σ. The solid
line corresponds to the optimum fit of DSSV 2014 [17]. 90%
C.L. uncertainty estimates (shaded bands) are shown for the
DSSV 2008 and 2014 analyses and after including the different
sets of projected EIC data.

can challenge the constraints imposed on the quark sec-
tor by the hyperon decays, one of which being related
to the Bjorken sum rule, the other, more important one
mainly to the amount of strangeness polarization in the
nucleon.

In Fig. 7 we show 90% C.L. estimates for the running
integral of ∆Σ(x,Q2) as a function of xmin for Q2 =
10GeV2 for fits including different sets of existing and
projected data. One should notice that the vertical axis
here covers only half of the range shown for the running
integral of ∆g in Fig. 4. Also, ∆Σ(Q2) enters the spin
sum rule (2) with a factor of 1/2 relative to the gluon
spin contribution.

The outermost shaded band represents uncertainties as
present in the original DSSV global analysis from 2008
[9]. They appear to be very significant for xmin ! 10−3.
As usual, the solid line shows the optimum fit of DSSV
2014 extrapolated down in x. The corresponding uncer-
tainties are much reduced as compared to the 2008 anal-
ysis due to including additional DIS data from the COM-
PASS collaboration and, indirectly, through constraints
on ∆g from RHIC pp data [15, 16].

The set of three innermost shaded bands illustrates
the significant impact of an EIC from a series of global
fits that successively include the projected DIS data
sets starting from the one corresponding to the lowest
c.m.s. energy. The addition of the sets with increasing
c.m.s. energy has less impact on the uncertainties than
for the gluon helicity distribution shown in Fig. 4. For
xmin = 10−6 and with an EIC, one expects from our stud-
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FIG. 8: [color online] As in Fig. 7 but now showing the contri-
bution from the combined quark and gluon OAM L(Q2) us-
ing Eq. (2) and the results obtained for the running integrals
of ∆g and ∆Σ. As before, 90% C.L. uncertainty estimates
(shaded bands) illustrate the impact of different projected
EIC data sets.

ies to control the value of ∆Σ to within about 15% which
is somewhat worse than what can be achieved for ∆g.
Also, the convergence of the running integral for ∆Σ for
the DSSV 2014 best fit is much slower than for the gluon
density shown in Fig. 4. This can be mainly attributed
to the small x behavior of the strangeness helicity dis-
tribution and the above mentioned imposed constraints
from the hyperon decay constants F and D. An EIC
will be able to verify the validity of these assumptions
by determining the sea quark distributions, in particu-
lar, ∆s(x,Q2), down to unprecedentedly small values of
x from a series of SIDIS measurements with identified
pions and kaons. Once this is achieved, we expect that a
future combined global analysis of SIDIS and DIS data
will also lead to a much improved uncertainty estimate on
the integral of ∆Σ compared to what is presented here.
As we have demonstrated in Figs. 4 and 7, an EIC will

deliver a precise picture of the intrinsic spin contributions
of quarks and gluons to within at least 10 − 15% rel-
ative uncertainties. This information can be used along
with the proton’s spin decomposition (2) to estimate how
much is left for the combined contribution L(Q2) from
the orbital motion of quarks and gluons. This is illus-
trated in terms of the running integral of L(Q2) in Fig. 8
along with our usual set of uncertainty estimates based
on the different sets of existing and projected experimen-
tal data.
The solid line gives the estimate for L(Q2) for Q2 =

10GeV2 based on extrapolating the best fit results of
DSSV 2014 for ∆g(x,Q2) and ∆Σ(x,Q2) down to xmin

and subtracting them off the total proton spin of 1/2.

As it turns at, at this particular value of Q2, the DSSV
2014 result converges to basically a zero net contribution
from OAM to the spin sum rule (2) but within huge un-
certainties. The latter is given for both the DSSV 2008
and 2014 global fits by the outermost and middle shaded
bands, respectively. As one can already anticipate from
our studies performed in Figs. 4 and 7, an EIC will yield
an excellent indirect constraint on L(Q2) by combining
the then available precise information on ∆g and ∆Σ.
As can be inferred from the corresponding uncertainty
estimates (set of innermost shaded bands), one can ex-
pect to constrain the net OAM contribution of quarks
and gluons to within about ±0.05 when all three sets of
projected DIS data are combined. Of course, only a set
of dedicated measurements at an EIC can reveal a de-
tailed, hopefully flavor separated, quantitative picture of
the orbital motion of quarks and gluons. For instance,
even if the net OAM contribution turns out to be small
as for the DSSV 2014 best fit, there might be significant
cancellations among the individual quark flavors and the
gluon. In addition, ∆g(Q2) in (2) evolves logarithmically
with Q2 such that any increase has to be compensated
by a corresponding decrease of L(Q2), and vice versa, to
always arrive at 1/2. We recall that ∆Σ(Q2) is a renor-
malization group invariant at LO and, in the MS scheme,
evolves only very slowly with Q2. However, separating
quark and gluon OAM in Eq. (2) experimentally involves
determinations of twist-three generalized parton as well
as quantum phase-space Wigner distributions which will
be very challenging and still needs further theoretical
work and perhaps lattice QCD studies, see, for instance,
Refs. [7] and [33].

V. SUMMARY AND CONCLUSIONS

The Electron Ion Collider project constitutes a versa-
tile and vast program to considerably deepen our knowl-
edge of the inner workings of nucleons and nuclei and the
underlying dynamics and interactions of quarks and glu-
ons as governed by Quantum Chromodynamics. We have
presented a detailed account of what can be achieved in
the field of Spin Physics, in particular, the complex inter-
play of quark and gluon spins and their orbital motions
yielding the known spin 1/2 of the proton, for which we
still lack a detailed quantitative understanding despite
more than thirty years of intense research.
In the present study, we have considerably updated

and refined our previous analysis on the impact of future
EIC polarized DIS data in connection to our understand-
ing of the gluon spin and its share in the proton spin
budget. Throughout, we have explored the consequences
of the much larger degree of gluon polarization in the nu-
cleon than it has hitherto been acknowledged, as implied
by the most recent RHIC results. In addition, we have
used realistic projections for several forthcoming sets of
RHIC data to estimate to what extent they further con-
strain the gluon helicity distribution by the end of the

E.A.'Aschenauer et'al, arXiv:1509.06489
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Figure 4.14: Same as Fig. 4.4 but now excluding all LHCb data. Results are presented, from top to
bottow, for the up, down and charm PDFs. Both PDFs (left) and uncertainties (right) are shown.

around x ' 0.3: in this region the PDF uncertainty is also substantially reduced; the reduction
in uncertainty is especially marked for the down PDF.

In order to see the impact of the LHCb data directly, in Fig. 4.15 we compare the 8 TeV
LHCb muon W+ and W� data to predictions obtained using NNPDF3.0 and NNPDF3.1. The
improvement is clear, particularly for large rapidities. There is also a noticeable reduction in
PDF uncertainty on the prediction.

4.6 W asymmetries from the Tevatron

W production data from the Tevatron have for many years been the leading source of information
on quark flavor decomposition. The final legacy D0 W asymmetry measurements in the electron
and muon channels are included in NNPDF3.1, superseding all previous data. In Fig. 4.16 we
perform a distance comparison between the default NNPDF3.1 and PDFs determined excluding
this dataset. Distances are generally small, an observation confirmed by direct PDF comparison
in Fig. 4.17. However, we have seen in Tab. 3.1 that the fit quality for this dataset is rather
better with NNPDF3.1 than with the previous NNPDF3.0. The moderate impact of this dataset
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Figure 4.19: Same as Fig. 4.4 but now excluding 2011 ATLAS W,Z rapidity distributions. The total
strange (left) and charm (right) PDFs are shown.

Figure 4.20: Comparison between the 2011 ATLAS 7 TeV W� (left) and Z (right) data to NNLO
predictions obtained using NNPDF3.1 and NNPDF3.0; W production data are plotted versus the pseu-
dorapidity of the forward lepton ⌘l, while Z production data are plotted vs the dilepton rapidity yll.

Yan data at 7 TeV from the CMS 2011 dataset [54]. An updated version of the same mea-
surement at 8 TeV based on 2012 data was presented in Ref. [84], including both the absolute
cross-sections and the ratio of 8 TeV and 7 TeV measurements.

This data has very small uncorrelated systematic uncertainties. Unfortunately, only the
full covariance matrix, with no breakdown of individual correlated systematics, has been made
available. The combination of these two facts makes it impossible to include this experiment
in the NNPDF3.1 dataset, as we now explain. In Fig. 4.22 we show the distances between the
NNPDF3.1 NNLO PDF set and a modified version of it where this dataset has been included.
While the impact on uncertainties is moderate, clearly this dataset has a significant impact at the
level of central-values on all PDFs for almost all x values, with a particularly important impact
on the medium/small x gluon. This is somewhat surprising, given that Drell-Yan production
only provides an indirect handle on the gluon PDF.

A direct comparison of PDFs and their uncertainties in Fig. 4.23 shows that these data
induce an upwards shift by up to one sigma of the gluon for x ⇠< 0.1, and a downward shift of
the light quark PDFs for x ⇠> 0.1, by a comparable amount. This, however, is not accompanied
by a reduction of PDF uncertainties, which increase a little, as also shown in Fig. 4.23.

Furthermore, while the fit quality of the 8 TeV CMS double-di↵erential Drell-Yan data re-
mains poor after their inclusion in the fit, with a value of �2/Ndat = 2.88, there is a certain
deterioration in fit quality of all other experiments. Indeed, the total �2 to all the other data
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Figure 4.3: Same as Fig. 3.2, but now comparing the default NNPDF3.1 to a version of it with the 8
TeV Z pT data from ATLAS and CMS not included.
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Figure 4.4: Same as Fig. 3.3 (top) and as Fig. 3.4 (bottom), but now comparing the default NNPDF3.1
to a version of it with the 8 TeV Z pT data from ATLAS and CMS not included. Results are shown for
the gluon (left) and total strangeness (right).
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Figure 4.7: Same as Fig. 4.3 but now excluding all top data (total cross-sections and di↵erential distri-
butions). Note the di↵erent scale on the y axis in the left plot.
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Figure 4.8: Same as Fig. 4.4 but now excluding all top data (total cross-sections and di↵erential distribu-
tions). Results are shown for the gluon (left) and charm (right), the PDFs above and their uncertainties
below.
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Figure 4.9: Same as Fig. 4.3 but now excluding all jet data.
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Figure 4.10: Comparison between the default NNPDF3.1 NNLO PDFs an alternative determination in
which all jet data have been removed: the gluon (left) and the percentage uncertainty on it (right) are
shown
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Figure 4.11: Same as Fig. 3.3 but now comparing the default NNPDF3.1 NNLO PDFs to an alternative
determination in which ATLAS and CMS 7 TeV jet data have been included using exact NNLO theory.
The gluon (left) and down (right) PDFs are shown.
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LHCb W/Z data 

CMS 8 TeV jets 
l  For the moment, use K-factors for 

7 TeV 
◆  little change from 7 TeV to 8 

TeV (checked with ATLAS) 
l  CMS 8 TeV jet data prefers a 

harder gluon at high x 
l  Some reduction in gluon 

uncertainty for both moderate x 
and high x 

l  χ2=168 (for 185 points) before 
fitting; 132 after fitting 

l  PDFSense predicted this would 
be highest impact data set, 
followed by 7 TeV CMS jet data 

effect of  CMS 8TeV jets effect of  LHCb W,Z

Preview of CT17 
l  Excellent agreement between ePump predictions and full global fit 

(termed n these plots as Ig1363) 

some  
improvement 
in gluon 
uncertainty 
in region 
sensitive to 
Higgs CT17-pre

Preview of CT17 

CT17-pre
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LHC'ultimate'precision'for'W,Z
��W+ ��W� ��Z

[%] [%] [%]

Trigger e�ciency 0.08 0.07 0.05
Reconstruction e�ciency 0.19 0.17 0.30
Isolation e�ciency 0.10 0.09 0.15
Muon pT resolution 0.01 0.01 <0.01
Muon pT scale 0.18 0.17 0.03
Emiss

T soft term scale 0.19 0.19 �
Emiss

T soft term resolution 0.10 0.09 �
Jet energy scale 0.09 0.12 �
Jet energy resolution 0.11 0.16 �
Signal modelling (matrix-element generator) 0.12 0.06 0.04
Signal modelling (parton shower and hadronization) 0.14 0.17 0.22
PDF 0.09 0.12 0.07
Boson pT 0.18 0.14 0.04
Multijet background 0.33 0.27 0.07
Electroweak+top background 0.19 0.24 0.02
Background statistical uncertainty 0.03 0.04 0.01
Unfolding statistical uncertainty 0.03 0.03 0.02

Data statistical uncertainty 0.04 0.04 0.08

Total experimental uncertainty 0.61 0.59 0.43

Luminosity 1.8

Table 6: Relative uncertainties �� in the measured integrated fiducial cross sections times branching ratios in the
muon channels. The e�ciency uncertainties are partially correlated between the trigger, reconstruction and isolation
terms. This is taken into account in the computation of the total uncertainty quoted in the table.

32

ATLAS'coll.,'
arXiv:1612.03016
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LHC'constraints'for'FCC?

gluon

EG:'prospects'for'better'control'of''small%x%gluon%using'LHCb forward%charm

improved'small%x%gluon%using'combinations'
of'LHCb forward%charm cross'sections:–
stabilises FCC'predictions

though'theoretically'contentious'region…

E.'Slade,'1st FCC'workshop,'CERN,'Jan'2017

arXiv:1610.09373

(also'PROSA'study,'arXiv:1503.04581)
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LHC	Folklore:	PDFs	come	from	pp	

LHC	data	constrain	PDFs,	BUT	do	not	determine	them:	
	
-  Needs	complete	qi,g	unfolding	(miss	variety)	
							at	all	x,	as	there	are	sumrules	
-					Needs	strong	coupling	to	permille	precision,	not	in	pp	
-  Needs	stronger	effects		(miss	Q2	variation)	
							cannot	come	from	W,Z	at	Q2=104	GeV2	

-  Needs	clear	theory	(hadronisation,	one	scale)	
-  Needs	heavy	flavour	s,c,b,t	measured	and	VFNS	fixed	
-  Needs	verification	of	BFKL	at	low	x	(only	F2-FL)	
-  Needs	N3LO	(as	for	Higgs)	
-  Needs	external	input	to	find	QCD	subtleties	
						such	as	factorisation,	resummation…to	not	go	wrong	
-					Needs	external	precise	input	for	subtle	discoveries	
-  Needs	data	which	yet	(W,Z)	will	hardly	be	better		
-  Needs	agreement	between	the	PDfs	and	χ2+1	..	

PDFs	are	not	derived	from	pp	scattering.	And	yet	we	try,	as	there	is	nothing	else..,	sometimes	
with	interesting	results	as	on	the	light	flavour	democracy	at	x	~	0.01	(nonsuppressed	s/dbar).	
Can	take	low	pileup	runs,	mitigate	PDF	influence	..	–	but	can’t	do	what	is	sometimes	stated.	
	
LHeC	vs	HERA:	Higher	Q2:	CC;	higher	s:	small	x/g	saturation?;	high	lumi:		xà	1;	s,	c,b,t.	…	

NNPDF3.1			arXiv:1706.00428		

(M.'Klein)
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arXiV:1710.09560  ATLAS γ+c and γ+b at 8 TeV

γ+b at high rapidity:
5-flavour scheme favoured over 4-
flavout scheme

Central rapidity/forward rapidity 
for γ+c
No discrimination of intrinsic 
charm

A.M.'Cooper^Sarkar,'HL/HE^LHC,'CERN,'Nov.'2017
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LHeC and'FCC^eh
LHeC

FCC

LHeC (FCC:eh)'complementary'to,'synchronous'with,'HL:LHC%(FCC)

LHeC and'FCC:eh
energy'recovery'LINAC
e^beam:'60'GeV
Lint ⇾ 1'ab^1

(M Klein, Rencontre du Vietnam, Sept 2017)

ep%IP
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simulated'LHeC/FCC^eh'data

simulated'inclusive%NC%and CC%DIS%data for'latest'running'scenarios'''''''''

pseduo^data:'M.Klein
QCD'analysis:'V.'Radescu

(more'data,'and'more'options'c.f.'previous'studies)

error%assumptions:%
elec.'scale:'0.1%K'hadr.'scale'0.5%

radcor:'0.3%K'"p'at'high'y:'1%
uncorrelated'extra'eff.'0.5%

* second and third columns show FCC-eh (LHeC)

low'energy'

e+,'unpol.

e–,'neg.'pol.

e–,'pos.'pol.

work'in'progress

(ν)
(W)
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LHeC and'FCC^eh'kinematic'coverage
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QCD'fit'parameterisation
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valence'quarks'from'the'LHeC

u valence d'valence

LHeC

shown'here'at'scale'Q'=100'GeV2
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gluon'and'sea'at'large'x

LHeC

shown'here'at'scale'Q'=100'GeV2
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3.5TeV'× 60GeV,'e–p,'P='–80%,'1fb^1,'NC'and'CC,'experimental'uncertainties

• symmetrised understanding'of'uv and'dv'''
• future'fits'with'ep+eD will'lead'to'precise'unfolding'of'u and'd

LHeC deuteron'data older'simulation
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Figure 25: Ratio Rs(x) = (s(x) + s̄(x))/(ū(x) + d̄(x)) as a function of Bjorken-x at a scale of Q2 = 1.9 GeV2 for the
original MMHT14 and CT14 PDF sets (left) and for the MMHT14 and CT14 sets when profiled with the new W, Z
di↵erential cross-section data (right).
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Figure 26: Distribution of xū (left), xd̄ (middle) and xs (right) PDFs as a function of Bjorken-x at a scale of Q2 =
1.9 GeV2 for the MMHT14 PDF set before and after profiling.

seen to be significantly reduced and the central values, at x ' 0.023, increased towards unity, supporting
the hypothesis of an unsuppressed strange-quark density at low x.

The sea-quark distributions, xū, xd̄ and xs̄, before and after profiling with the MMHT14 set, are shown
in Figure 26. The strange-quark distribution is significantly increased and the uncertainties are reduced.
This in turn leads to a significant reduction of the light sea, xū + xd̄, at low x, resulting from the tight
constraint on the sum 4ū + d̄ + s̄ from the precise measurement of the proton structure function F2 at
HERA. Some reduction of the uncertainty is also observed for the valence-quark distributions, xuv and
xdv, as is illustrated in Figure 27 for the CT14 and MMHT14 sets.
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PDF set Rs(0.023, 1.38 GeV) Rs(0.023,MZ)

NNPDF3.0 0.45±0.09 0.71±0.04

NNPDF3.1 0.59±0.12 0.77±0.05

NNPDF3.1 collider-only 0.82±0.18 0.92±0.09

NNPDF3.1 HERA + ATLAS W,Z 1.03±0.38 1.05±0.240

xFitter HERA + ATLAS W,Z (Ref. [72]) 1.13+0.11
�0.11 -

Table 5.1: The strangeness fraction Rs(x,Q) Eq. (5.1) at x = 0.023, at a low scale and a high scale.
We show results obtained using NNPDF3.0, and NNPDF3.1 baseline, collider-only and HERA+ATLAS
W,Z sets, compared to the xFitter ATLAS value Ref. [72].
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Figure 5.2: Graphical representation of the results of Table 5.1.

It is interesting to repeat this analysis for the full x range. This is done in Fig. 5.3, where
R

s

(x,Q) Eq. (5.1) is plotted as a function of x again at low and high scales, now only including
NNPDF3.0, and the default and collider-only versions of NNPDF3.1. It is clear that in the
collider-only PDF set strangeness is largely unconstrained at large x, whereas the global fit is
constrained by neutrino data to have a suppressed value R

s

⇠ 0.5. At lower x we see the tension
between this and the constraint from the collider data, which prefer a larger value.

In Fig. 5.3 we also compare the strangeness ratio R
s

(x,Q) of NNPDF3.1 with that of CT14
and MMHT14. We find that there is good consistency in the entire range of x, while the PDF
errors in NNPDF3.1 are typically smaller than those of the other two sets, especially at large
scales. It is also interesting to note how in NNPDF3.1 the PDF uncertainties in the ratio R

s

blow up at very large x, reflecting the lack of direct information on strangeness in that kinematic
region.

We now turn to the strange momentum fraction K
s

(Q2) Eq. (5.2); values for the same PDF
sets and scales are shown in Table 5.2. Results are quite similar to those found from the analysis
of Table 5.1. For the NNPDF3.1 collider-only and especially the HERA + ATLAS W,Z fits,
the central value of K

s

is unphysical, with a huge uncertainty; essentially, all one can say is that
the strange momentum fraction K

s

is completely uncertain. This shows rather dramatically
that the relatively precise values in Table 5.1 only hold in a rather narrow x range. It will be
interesting to see whether more LHC data, possibly leading to a competitive collider-only fit,
will confirm strangeness enhancement and allow for an accurate determination of strangeness in
a wider range of x.

70

strange

58

NNPDF3.1,'arXiv:1706.00428

*'“xFITTER16”'='ATLAS'arXiv:1612.0301
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expect'much'better'precision'from'LHeC or'FCC:eh%(⨉10'or'more)
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FCC'– x'regions'probed

relevant for the measurement of the total pp cross-section at 100 TeV as well as to provide input for the
modelling of ultra-high energy cosmic ray collisions [29]. The prospects for soft physics at the FCC is
studied in detail in Sect. 4 of this report.

Concerning the production of electroweak particles such as weak gauge bosons, the Higgs boson
and top quarks, PDFs are probed down to x ' 5 · 10�4 in the central region, y ' 0, and down to
x ' 2 · 10�6 at forward rapidities, y ' 5. This indicates that a good coverage of the forward region
is also instrumental for electroweak scale physics, whose production is much less central than at the
LHC. In the case of Higgs production, if the Higgs can be reconstructed up to rapidities of y ' 4, then
this process would probe PDFs down to x ' 10�5. Therefore, at a 100 TeV hadron collider a good
knowledge of small-x PDFs becomes crucial not only for soft and semi-hard physics, or for low scale
processes such as low-mass Drell-Yan or charm production, but also for electroweak scale processes.

In the high-invariant mass region, MX � 5 TeV, only medium and large-x PDFs would be probed,
and these are currently known with reasonable accuracy, except for very high MX values. For instance,
for the pair-production of 2 TeV squarks, only the knowledge of PDFs for x >⇠ 10�3 is required. The
production of multi-TeV heavy particles is of course very central, requiring instrumentation only down
to |y| ' 3 at most. For the heavier particles that can be probed at the FCC, such as a 20 or 30 TeV Z 0,
PDFs have large uncertainties since the very large-x region is being probed, and this region is affected
by the lack of direct constraints, as we discuss below.

In Table 1 we summarize the kinematical coverage in the (x, MX) plane for various phenomeno-
logically important processes at the FCC, both for central, intermediate and forward rapidities. For each
value of the invariant mass MX and the absolute rapidity |y|, the smallest value of Bjorken-x required
corresponds to xmin = (MX/

p
s) exp(�|y|). This table conveys a similar message to that of Fig. 1: at

a 100 TeV hadron collider, accurate knowledge of PDFs is required in a very wide kinematical region,
ranging from ultra low-x to very large-x, and from momentum transfers close to ⇤QCD up to the highest
values where the FCC has sensitivity for new heavy particles, MX ' 50 TeV. That is, a huge range
spanning 8 orders of magnitude in x and 10 in Q2.

Process MX xmin

y = 0 |y| = 2 |y| = 4

Soft QCD
1 (10) GeV 10�5 (10�4) 1.4 · 10�6 (1.4 · 10�5) 1.8 · 10�7 (1.8 · 10�6)Charm pair production

Low-mass Drell-Yan
W and Z production

80 (400) GeV 8 · 10�4 (4 · 10�3) 1.1 · 10�4 (5.4 · 10�4) 1.5 · 10�5 (7.3 · 10�5)Top pair production
Inclusive Higgs

Heavy New Physics 5 (25) TeV 0.05 (0.25) 0.007 (-) –

Table 1: Kinematical coverage in the (x, MX) plane for representative processes at a 100 TeV hadron collider.
For each type of process (low mass, electroweak scale processes, and heavy new physics) we indicate the relevant
range for the final-state invariant mass MX and the approximate minimum value of x probed in the PDFs, xmin =
(MX/

p
s) exp(�|y|), for central (y = 0), intermediate (|y| = 2) and forward (|y| = 4) rapidities.

Given this, it is important to verify that available PDF sets have a sensible behaviour in all the
relevant kinematical regions, specially in the extrapolation regions at very small-x and very large Q2

which are not relevant for most LHC applications. The goal here is not to understand similarities or
differences between PDF sets, but to ensure that PDF sets that will be used for FCC simulations have a
physical behaviour in the entire range of x and Q required.

In the following, PDFs are accessed through the LHAPDF6 interface [30], version 6.1.5, with the
most updated grid data files. It should be emphasized the importance of using this specific version,
since previous versions had different options for the default PDF extrapolations. In addition, both the
interpolation accuracy and the treatment of the extrapolation regions, as well as the overall computa-

9

(arXiv:1607.01831)
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US EIC – Two Options of Realization 

AGS BNL-eRHIC 

JLab-JLEIC 

The White Paper 
A.  Accardi et al 

Eur. Phys. J.  
A52 (2016) 268  

Edited by A. Deshpande 
        Z.-E. Meziani  
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Projected data (so far)

This exercise: projections in 0.01 < x < 0.9 bins for:

 Cross sections on proton target:  (Y. Furletova) 

● NC and CC; electrons and positrons 

 F
2

n from deuterium with tagged proton spectator (K. Park) 

 Max energy: 10x100 GeV2 at 100/fb, energy scan at 10/fb

Finally, 

  –  bootstrap projected data around CJ15 calculations

  –  fit along rest of CJ15 data sets

  –  examine impact on u, d, g

(Impact of deuteron target DIS was presented in Argonne, 2016)
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simulated'EIC'data

work'in'progress

Large x at the EIC, 4 Oct 2016accardi@jlab.org 18

Projected data (so far)

electrons positrons

tag NC CC NC CC

63

57

49

28

Cuts
 

W2 > 3.5 GeV2 (standard CJ15 cut)

Q2 > 2 GeV2 (NC) ; 100 GeV2 (CC)

0.05 < y < 0.95

Systema�cs
 

Normaliza)on: 1%
 

NC: 1.5% y>0.8 , 0.5% elsewhere
 

CC:  5% y>0.8 or Q2<125 , 2% elsew.
 

Tag: 5% x>0.3 , 2% elsewhere

* as of Jan 2017
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Projected data (so far)

electrons positrons

tag NC CC NC CC

63

57

49

28

Cuts
 

W2 > 3.5 GeV2 (standard CJ15 cut)

Q2 > 2 GeV2 (NC) ; 100 GeV2 (CC)

0.05 < y < 0.95

Systema�cs
 

Normaliza)on: 1%
 

NC: 1.5% y>0.8 , 0.5% elsewhere
 

CC:  5% y>0.8 or Q2<125 , 2% elsew.
 

Tag: 5% x>0.3 , 2% elsewhere

* as of Jan 2017

A.'Accardi,'EIC'users'group'meeting,'Trieste,'July'2017
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gluon'at'large'x
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Figure 34: Dijet yields as a function of invariant mass scaled to a luminosity of 1 fb�1 for Q2 = 1� 10 GeV2 (left
column) and Q

2 = 10� 100 GeV2 (right column). The top row compares proposed e+p center-of-mass energies
while the bottom row compares e+A energies.

shows that a typical jet at an EIC will contain rel-
atively few particles. This is quantified in Fig. 35,
which shows (for inclusive jets) the average num-
ber of particles inside a jet as a function of the jet
transverse momentum for two Q

2 ranges and
p
s

values. It is seen that the particle content of a jet
grows as a function of p

T

and is largely insensitive
to Q

2 or
p
s.

Analyses which utilize jet substructure have
become quite important in both hadron-hadron
[96–98] and heavy ion [99] collisions and will cer-
tainly be important in both e+p and e+A at an
EIC. Substructure will be invaluable to the study
of the nuclear medium, where observables such as
the jet fragmentation function, jet profile, and first
splitting (among many others) will quantify jet
modifications and thus shed light on how partons
lose energy while traversing the medium.

Observables sensitive to jet substructure can
also be used to identify and separate jets that arise
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Figure 35: Average number of particles with trans-
verse momentum greater than 250 MeV/c within a
jet as a function of jet transverse momentum (with
the root-mean-square of the distribution represented
by the error bars) for Q

2 = 1 � 10 GeV2 (bottom)
and Q

2 = 10� 100 GeV2 (top) and two center-of-mass
energies.

from quarks versus those from gluons as the dif-
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arXiv:1708.01527

EIC'dijet data'for'ep'(top)'and'eA (bottom)
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PV'structure'function'F2γZ

;tle	

					LHeC	10r-1	P=+-	0.8	Ee=60,	Ep=7000	GeV									o	EIC	10r-1	P=+-	0.8	Ee=9.4,	Ep=250	GeV	

F2γZ	

(M.'Klein,'POETIC7)
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PDF+!s fit'using LHeC simulated'data'

~ 0.3% precision from LHeC

Voica Radescu |        |Washington, D.C. | 2015 

Strong coupling from FCC eh
! The much reduced PDFs impose better constraints on various SM and BSM parameters:!

!
! alphas small in DIS or high with jets?!

 !     [over 30 years old puzzle HERA couldn't solve]!
!

!
!

!
!
!
!
!
!
!
!
!
!
!

14

~0.3 % precision from LHeC
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Figure 63: ∆χ2 = χ2 − χ2min vs. αs(M
2
Z) for pQCD fits with different Q2min using data on (a)

inclusive, charm and jet production at NLO, (b) inclusive ep scattering only at NLO and (c)
inclusive ep scattering only at NNLO.

132

(M Klein, V Radescu) NC,CC
NC,CC+F2c

expected'0.1%'precision'when'combined'with'HERA

strong'coupling'from'LHeC

updated'studies'(also'for'FCC:eh)'underway

could'resolve'a'>'30^year'old'puzzle:
!s consistent'in'inclusive'DIS,'versus'jets?'
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PDFs,'!s and'Higgs

inclusive%H%production%uncertainties
(G. Zanderighi, Moriond16;                                   

from C. Anastasiou et al., arXiv:1602.00695)
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PDF+!s dominates%Higgs%cross%section%uncertainty

LHeC / FCC-eh

LHeC is'also'in'itself'a'precision'Higgs'facility

LHeC gives'extraordinarily'precise'PDFs'and'can'expect'!s'to'per'mille'experimental'precision
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Figure 5: Dependencies of the fitted values of ↵s(mZ) on the input PDFs for the H1 jets fit (left)
and the H1 jets fit with µ̃ > 28GeV (right). Further details are given in the caption of figure 4.
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ep%jet%data%can%provide%additional%constraints%
cf.'inclusive'DIS'data'alone

strong'coupling'from'jet'data'in'ep

H1 and ZEUS
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Figure 63: ∆χ2 = χ2 − χ2min vs. αs(M
2
Z) for pQCD fits with different Q2min using data on (a)

inclusive, charm and jet production at NLO, (b) inclusive ep scattering only at NLO and (c)
inclusive ep scattering only at NNLO.

132

NNLO fit'now'also'possible

(H1'Coll.,'arXiv:1709.07251)

strong'coupling'from'LHeC and'
FCC^he'simulated'DIS%jet%data%
to'come…
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LHeC jet'data

(plots'from'LHeC CDR'– illustrative)
impact'of'LHeC jet%data%on'!s
(and'PDFs)'expected'to'be'
substantial
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11/21FCC Phys. Workshop, CERN, Jan 2018                                                               David d'Enterria (CERN)

aa
ss
 via hadronic W decays via hadronic W decays

a
s
 (M

z
) = 0.117 ± 0.040    (±35%)

➧FCC-ee: – Huge W stats ( 10✕ 4 LEP) will lead to: da
s 
< 0.3%

     – TH (param.) uncertainty: |dV
cs

| to be significantly improved (10-4)

➧Computed at N2,3LO:

➧LEP: G
W
 = 1405±29 MeV (±2%), BR

W
 = 0.6741±0.0027 (±0.4%)

                           Extraction with large exp. & parametric 
   (CKM V

cs
) uncertainties today:

➧

[D.d'E, M.Srebre, PLB763(2016)465]

strong'coupling'!s from'FCC^ee
FCC:ee:%comprehensive'programme for'!sK'many'complementary'processes
(event'shapes,'# decays,'FFs,'F2γ,'jets'in'e+e–,'W'and'Z'decays)

EG.'most'precise'determinations'from'W'and'Z'hadronic'decays

D.'d’Enterria et'al,'arXiv:1603.06501

LEP:'!s(MZ)=0.1196±0.0030'(±2.5%)'→''δ!s <'0.2%'(FCC:ee)

N3LO'theoryK'!s enters'in'expressions'for,'EG:'decay%widths%ΓK'R%=%Γhad/Γl

stats'(×105 LEP)'
improved'sin2θeff,'MW,'Mt

Z:

W: LEP:'!s(MZ)=0.117±0.040'(±35%)''''''→''δ!s <'0.3%'(FCC:ee)

stats'(×104 LEP)'
improved'δVcs

see'also'talk'by'

D.'d’Enterria
in'WG4

arXiv:1512.05194


