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Λc
 Production in Au+Au Collisions at √sNN = 200 GeV  

at the STAR experiment 
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ABSTRACT: Charm quarks, predominantly produced in the early stage of heavy-ion collisions, are believed to provide unique information on the hot and dense medium created in 
such collisions. At RHIC, an enhancement in baryon-to-meson ratios for light hadrons and hadrons containing strange quarks has been observed in central heavy-ion collisions 
compared to p+p and peripheral heavy-ion collisions in the intermediate pT range (2 < pT < 6 GeV/c). This was explained by the hadronization mechanism involving multi-parton 
coalescence. Λc is the lightest charmed baryon with the mass close to D0 meson, and has an extremely short life time (cτ ~ 60 µm). Different models predict different levels of 
enhancement in the Λc/D0 ratio depending on the degree of charm quark thermalization in the medium and how the coalescence mechanism is implemented. 
In this poster, we will report the first measurement of Λc production in heavy-ion collisions using the recently installed Heavy Flavor Tracker at STAR. The Λc

 baryon is  reconstructed 
through the hadronic decay channel (Λc

 → pKπ) using topological cuts optimized by the Toolkit for Multivariate Data Analysis (TMVA). The invariant yield of Λc for 3 < pT < 6 GeV/c 
is measured in 10-60% central Au+Au collisions at √sNN = 200 GeV. The measured Λc/D0 ratio will be compared with different model calculations, and the physics implications will be 
discussed. 

Lawrence Berkeley National Laboratory & University of Science and Technology of China

•  Significant enhancement in baryon-to-meson ratio has been observed in central heavy-ion 
collisions compared to p+p and peripheral heavy-ion collisions in the intermediate transverse 
momentum (pT) range for light hadron and hadrons containing strange quarks, suggesting 
hadronization through collective multi-parton coalescence. 

•  Charm baryon-to-meson ratio in heavy-ion collisions is sensitive to the charm quark 
hadronization mechanism, charm quark thermalization. Different models have quite different 
predictions for this enhancement and to charm quark thermalization.
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Heavy Flavor Tracker 

 HFT: 
•  Silicon	Strip	Detector:	r	~22	cm. 
•  Intermediate	Silicon	Tracker:	r	~14	cm. 
•  PiXeL	detector:	r	~2.8	&	8	cm,		
					MAPS,	20.7x20.7	µm2,	50	µm	thick,	air-cooled,~0.5%X0	for	the	innermost	layer.	
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STAR and HFT Performance

Efficiency : Data-Driven Fast Simulation

Validated  with full 
GEANT simulation !  

Results

 (GeV/c)
T

Transverse Momentum p

0 1 2 3 4 5 6

Ba
ry

on
-to

-M
es

on
 R

at
io

s

1−10

1

)-π++π(
)p(p+

60-80%

0-12%

 (GeV/c)
T

Transverse Momentum p

0 1 2 3 4 5 6

2
An

is
ot

ro
py

 P
ar

am
et

er
 v

1−10

1

S
02K
)Λ+Λ(

60-80%

0-5%

 (GeV/c)
T

Transverse Momentum p

0 1 2 3 4 5 6

2
An

is
ot

ro
py

 P
ar

am
et

er
 v

1−10

1

0D
cΛ

10-60%

PYTHIA

Greco

Ko: three-quark

Ko: di-quark

SHMBa
ry

on
/M

es
on

 R
at

io
s

Transverse Momentum (GeV/c)

•  First measurement of Λc in heavy-ion collisions by STAR 
•  A significant enhancement in the ratio of Λc over D0 has been observed in Au+Au 

collisions (10-60%) at √sNN = 200 GeV.  

•  OUTLOOK: In run 2016, STAR recorded 2 billion Au+Au events with all inner 
ladders replaced with Al cables and better operation with more active sensors. More 
precise  measurements of Λc production, especially its Rcp, will be possible. 

Summary and Outlook

[1] S. Ghosh et al.,PRD 90 054018 (2014). [2] Y. Oh et al.,PRC 79 044905 (2009). [3] S. Lee et al.,PRL 100 222301 (2008).
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(Rectangular) Topological Cut Optimization using TMVA
•  Background was constructed from real data using wrong-sign method. 
•  Signal was simulated with data-driven fast simulation. 
•  The figures below show the comparison between signal and background for pT > 3 GeV/c. 
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Λc Reconstruction

•  Comparison of fast simulation and full GEANT simulation  •  Λc
+/- reconstruction efficiency 

Motivation

Ingredients: 
•  Extract centrality-dependent vertex z distributions from data. 
•  Extract ratio of HFT matched tracks to TPC tracks from data. 
•  Extract DCAXY - DCAZ distributions from data.  
•  Extract TPC efficiency and momentum resolution from embedding. 

Distance of Closest Approach resolution 
achieved in Run 2014 using Al cables. 
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•  The invariant yield of Λc for 3 < pT < 6 GeV/c is measured in 10-60% central 
Au+Au collisions. 

•  The ratio of Λc over D0 ratio in 10-60% Au+Au collisions is significantly enhanced 
than PYTHIA prediction in proton-proton collisions. 

Λc
+ (udc), mass ~ 2286 MeV/c2, cτ ~ 60 µm 

D0 (cu), mass ~ 1864 MeV/c2, cτ ~ 123 µm 
D+ (cd), mass ~ 1869 MeV/c2, cτ ~ 311 µm 
 
 
 

Direct topological reconstruction: 
Λc

+ à p+K-π+   BR ~ 6.35% 
•  pK   1.98%  66.7% = 1.32%
•  Δ++Κ  1.09%  100% = 1.09%
•  Λ(1520) π+ 2.2%  22.5% = 0.495%
•  Non-resonant  3.5% 
 
 

Λc
+/- signals from different centralities 

[4] C. Patrignani et al. Chin. 
Phys. C 40 100001 (2016)
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In heavy-ion collision experiments, the study of event-by-event fluctuation is a powerful tool to characterize the thermodynamic properties of the hot and dense QCD matter. 
According to the Lattice QCD calculations, an analytic cross-over exists at small µB regions but there is no experimental evidence for the location of predicted cross-over. 
Experimentally, it is thought [1] that up to the sixth-order cumulant and the ratio to the variance may provide a signal for the existence of the cross-over. The STAR experiment 
presented up to the fourth-order cumulant ratios of net-charge and up to the sixth-order of net-proton fluctuations at √sNN = 200 GeV [2, 3]. However, the fifth- and sixth-order 
cumulant of net-charge have not been presented yet. This poster presents measurements of cumulants from the first- to sixth-order and the ratio to the variance of net-charge 
using particle species and pT-dependent efficiency corrections for Au+Au collisions at √sNN = 200 GeV during Beam Energy Scan in 2010 and 2011.

Tetsuro Sugiura, for the STAR Collaboration 
University of Tsukuba, TCHoU

Measurement of the sixth-order cumulant of net-charge distributions 
in Au+Au collisions at √sNN = 200 GeV by the STAR experiment

Abstract

Outlook

[1] B. Friman, F. Karsch, K. Redlich, V. Skokov, Eur. Phys. J. C, 71:1694(2011).  
[2] L.Adamczyk et al.(STAR Collaboration), Phys. Rev. Lett. 113, 092301(2014).   
[3] M. M. Aggarwal et al. (STAR Collaboration), Phys. Rev. Lett. 105, 022302(2010).   
[4] T.Nonaka, M.Kitazawa and S.Esumi. Phys. Rev. C 95, 064912(2017).

The STAR detector

Analysis method

Time Projection Chamber

• TPC and TOF detector are used
0.5 < |⌘| < 1

|⌘| < 0.5

…used to define centrality 
              (Refmult2)
…used to calculate 
    net-charge fluctuations

Using different kinematic window 
to reduce auto-correlation.

• The 1st- to 6th-order cumulants and cumulant ratios of net-charge fluctuation 
were measured for the first time in Au+Au collisions at √sNN=200 GeV. 

• Efficiency corrections are applied for π+, π-, K+, K-, p, p and high and low pT 
region separately by factorial cumulant method. 

• C3/C2 and C4/C2 are larger than Poisson baseline for all centralities. 
• C6/C2 is consistent with zero within statistical uncertainty for all centralities so 

signal of cross-over was not seen in this analysis.

Summary

Introduction

Results

• C3/C2 ,C4/C2

• Statistical errors 
- Estimated by Bootstrap 
(100times) 

• Centrality Bin Width 
Correction have been done. 

• Factorial cumulant method 
[4] was used.

Time Of Flight
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Figure 5: The temperature dependence of the fourth, sixth and eighth order
cumulants of the net baryon number fluctuations χB

n relative to the second
order one. The temperature is given in units of the chiral crossover temper-
ature. The shaded area indicates the region of the chiral crossover transition
at µq/T = 0. The calculations were done in the PQM model within the FRG
approach.

their depth is to some extent model dependent. However, we note, that in
the transition region the second order cumulant used in these ratios for nor-
malization is dominated by non-singular contributions which are positive.
The minima in RB

n,2 therefore mainly reflect the strong temperature depen-
dence of higher cumulants χB

n . We also note that these minima become more
pronounced with increasing µq/T . In fact, the structure of e.g. RB

6,2 becomes
similar to that of χB

8 at large µq/T . This is easily understood in terms of the
Taylor expansion of RB

6,2, where the dominant correction at non-zero µq/T is
due to χB

8 ,

RB
6,2(µq/T ) = RB

6,2(0) +
1

2

(µq

T

)2
(

RB
8,2(0)−RB

6,2(0)R
B
4,2(0)

)

+O((µq/T )
4) . (21)

This also makes it clear why for µq/T > 0 the location of the minimum
of RB

6,2(µq/T ) is shifted to lower temperatures relative to that of the chi-
ral crossover temperature. Similarly, at non-zero µq/T , the ratio RB

8,2(µq/T )
shows more pronounced oscillations in the transition region, due to contri-
butions from higher order cumulants, which oscillate more rapidly in the

14

freeze-out conditions χB
4 /χ

B
2 χB

6 /χ
B
2 χQ

4 /χ
Q
2 χQ

6 /χ
Q
2

HRG 1 1 ∼ 2 ∼ 10
QCD: T freeze/Tpc<∼0.9 >∼1 >∼1 ∼ 2 ∼ 10
QCD: T freeze/Tpc ≃ 1 ∼ 0.5 < 0 ∼ 1 < 0

Table 1: Values for ratios of cumulants of net baryon number (B) and elec-
tric charge (Q) fluctuations for the case that freeze-out appears well in the
hadronic phase (third row) or in the vicinity of the chiral crossover tem-
perature (fourth row). We give results based on current lattice calculations
[20, 33] and on the calculations presented here. In the second row we give re-
sults of a HRG model calculation [33]. We also note that unlike the cumulants
of net baryon number fluctuations the ratios of cumulants of electric charge
fluctuations vary somewhat as a function of the baryon chemical potential
along the freeze-out line.

ble 1 shows, that ratios of cumulants of charge fluctuations are very sensitive
to possible differences in freeze-out and crossover temperature. Finally, we
note that these results do not account for possible finite volume effects nor
for possible effects of the evolution from chemical towards thermal freeze-out
in heavy ion collisions.
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Appendix

Here we summarize the basic steps involved in the calculation of the free
energy of the PQMmodel within the functional renormalization group (FRG)
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Theoretical predictions [1] Net-proton fluctuation

First measurement of net-charge 
fluctuation up to 6th-order.

!Efficiency(correction
• Calculation*cost*for*efficiency*correction*become*large*by*power*of*

efficiency*bins*with*formulas*based*on*the**factorial*moments*(Bzdak

and*Koch,*2016),*which*is*crucial*for*the*sixth*order*cumulant.

• We*developed*a*new*efficiency*correction.*Calculation*cost*becomes*

large*linearly*with*efficiency*bins.

• In*addition*to*the*pT dependence,*acceptance*nonHuniformity*in*phi*

direction*are*corrected.

Measurement of Sixth Cumulant of the Net-Proton 
Multiplicity Distributions in √sNN = 200 GeV in Au+Au

Collisions at the STAR Experiment
Toshihiro Nonaka, for the STAR Collaboration

University of Tsukuba

Motivation

Analysis(techniques Results

Summary

Lattice*QCD*calculation*predicts*the*phase*transision at*small*μB is*the*smooth*crossover.*Experimentally,*however,*there*is*still*no*direct*evidence*for*

the*phase*transition.*The*sixth*order*cumulant (C6)*is*predicted*to*probe*the*phase*transition,*that*will*be*negative*at*the*phase*transition.*At*the*STAR*

experiment,*C6 and*C6/C2 were*measured*in*Au+Au collisions*in*√sNN =*7.7,*11.5,*19.6,*27,*39,*62.4*and*200*GeV,*where*the*transverse*momentum*

region*was*restricted*to*0.4*<*pT <*0.8*GeV/c*without*efficiency*correction.*In*recent*analysis,*it*was*found*that*the*pT coverage*is*crucial*to*the*

fluctuation*analysis,*and*the*efficiency*correction*must*be*applied*to*get*the*real*signal.*In*this*poster,*the*sixth*order*cumulant (C6)*of*netHproton*

multiplicity*distribution*has*been*measured*at*the*extended*pT region*(0.4*<*pT <*2.0*GeV/c)*with*efficiency*correction*in*Au+Au collisions*in*√sNN =*200*

GeV.*Centrality,*pT and*rapidity*dependence*of*C6/C2 are*presented.

!Centrality(determination
• Use*charged*particles*except*protons*in*order*to*avoid*the*autoH
correlation.

! Centrality(bin(width(correction
• Calculate*cumulants at*each*multiplicity*bin*and*average*them*in*

one*centrality,*which*leads*to*the*supression of*the*volume*

fluctuation.

! Statistical(errors(:(Bootstrap
• Make*a*new*distribution*by*random*sampling*from*the*original*netH

proton*distribution*and*calculate*cumulants.

• This*procedure*is*repeated*with*300*times,*and*the*statistical*

errors*are*taken*from*the*RMS*of*the*cumulants.

!Proton(identification
• Large*and*uniform*acceptance*with*full*azimuthal*angels*with*|η|<1.0

• At*low*pT region*(0.4*<*pT <*0.8*GeV/c)*dE/dx*measured*by*TPC*is*used.

• At*high*pT region*(0.8*<*pT <*2.0*GeV/c)*combined*PID*with*TOF*is*

implemented.

Smooth*crossover*at*small*μB

predicted*by*Lattice*QCD

Experimentally*no*evidence*for*

the*phase*transition

K.#Fukushima#and#T.#Hatsuda,#Rept.#Prog.#
Phys.#74,#014001(2011)

Friman et#al,#Eur.#Phys.#J.#C#(2011)#
71:1694

C6 <(0((netDbaryon(or(netDcharge)(
predicted at*the*phase*transition

C6/C2 of*netHproton*distribution*is*

measured*at*√sNN =*200*GeV*with*

STAR*detector*to*find*the*

evidence*of*the*phase*transition

→ Cumulant ratio*directly*

connected*to*the*susceptibility

→Nonaka,*Kitazawa and*

Esumi :*in*preparation

" (Right*plot)*pT and*rapidity*

dependence**of*C4/C2 and*

C6/C2 at*central*collisions.

" We*present*high*statistics*results*of*centrality,*pT and*rapidity*dependence*of*C6/C2 of*netHproton*

multiplicity*distributions*from*√sNN =*200*GeV*in*Au+Au collisions.

" Results*are*consistent*with*zero*within*2σ*with*current*statistics.

0.4*<*pT <*X*(GeV/c) |y|*<*X

0.4*<*pT <*2.0*(GeV/c)|y|*<*0.5

C
4
/C

2
C
6
/C

2

Run10*central*trigger

|y|*<*0.5,*0.4*<*pT <*2.0*(GeV/c)

Run10*+*Run11

# Systematic*uncertainties*are*

under*study.

" (Bottom*plot)*Merged*result*

of*centrality*dependence*of*

C6/C2 between*Run10*and*

Run11.

$ Used*statistics

0-10% 10-80%

Run10 ~160M ~200M
Run11 ~50M ~450M

• In published net-charge results, 
PID was not done and average 
efficiencies for each particle 
species were used.

Efficiency corrections should be done  
separately among different efficiency regions.
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- Larger than Poisson 
baseline for all centralities.

• C5/C2 ,C6/C2

- Consistent with Poisson 
baseline for all centralities. 

- Statistical uncertainty of net-
charge C6/C2 is 1000 times 
larger than that of net-proton.

Reference

• Systematic uncertainty estimation.

K+
p

π+π-
K-

p
_

TPC TPC+TOF
π 0.2 - 0.4 GeV/c 0.4 - 2 GeV/c 
K 0.2 - 0.4 GeV/c 0.4 - 1.6 GeV/c 
p 0.4 - 0.8 GeV/c 0.8 - 2. GeV/c 

TOF is used for PID at 
high pT region.

m
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x
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high pT 

low pT 

All positive charged particles All negative charged 

N1, N2, 
(w⇡�✏⇡�) + (wK�✏K�) + (wp̄✏p̄)(w⇡+✏⇡+) + (wK+✏K+) + (wp✏p)

• Efficiencies are different not only 
among different centrality bins 
but also different pT regions and 
different particle species.

• Earlier method

Net-charge : N1-N2 Efficiency : (ε1+ε2 )/2
• New method

n1,ε1 n2,ε2 n3,ε3 n4,ε4 n5,ε5 n6,ε6

n7,ε7 n8,ε8 n9,ε9 n10,ε10 n11,ε11 n12,ε12

π＋　      K+          　 p     　    πー　       K-            p

Net-charge : 

Efficiency : ✏1 ✏3 …

(n1 + n2 + n3 + n7 + n8 + n9)� (n4 + n5 + n6 + n10 + n11 + n12)

✏2 12 efficiency bins
(n1 + n2 + n3 + n7 + n8 + n9)� (n4 + n5 + n6 + n10 + n11 + n12)

Efficiency corrections are  
applied for π+, π-, K+, K-, p,  
p and high and low pT  
region for each multiplicity 
bin separately. 

0 100 200 300 400 500 6000

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 (TPC)+π

 (TPC+TOF)+π

 (TPC)-π

 (TPC+TOF)-π

 (TPC)+π

 (TPC+TOF)+π

 (TPC)-π

 (TPC+TOF)-π
0 100 200 300 400 500 6000

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 (TPC)+K

 (TPC+TOF)+K

 (TPC)-K

 (TPC+TOF)-K

 (TPC)+K

 (TPC+TOF)+K

 (TPC)-K

 (TPC+TOF)-K

0 100 200 300 400 500 6000

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

p (TPC)

p (TPC+TOF)

pbar (TPC)

pbar (TPC+TOF)

p (TPC)

p (TPC+TOF)

pbar (TPC)

pbar (TPC+TOF)

Refmult2

Effi
ci
en
cy

high pT 

low pT 
Run11

 STAR Preliminary

p/q

p

π+
K+

π-
K-

p
_

high pT 

low pT 

0 50 100 150 200 250 300 350
0.05−

0

0.05

0.1

0.15

0.2

Run11
0-5, 5-10%

0 50 100 150 200 250 300 350
2−

0

2

4

6

8

10

0 50 100 150 200 250 300 350
300−

200−

100−

0

100

200

300

400

500

0 50 100 150 200 250 300 350
30000−

20000−

10000−

0

10000

20000

0 50 100 150 200 250 300 350
0.05−

0

0.05

0.1

0.15

0.2

Run10

0 50 100 150 200 250 300 350
2−

0

2

4

6

8

10

0 50 100 150 200 250 300 350
300−

200−

100−

0

100

200

300

400

500

0 50 100 150 200 250 300 350
30000−

20000−

10000−

0

10000

20000

0 50 100 150 200 250 300 350
0.05−

0

0.05

0.1

0.15

0.2

Run10+Run11

0 50 100 150 200 250 300 350
2−

0

2

4

6

8

10

0 50 100 150 200 250 300 350
300−

200−

100−

0

100

200

300

400

500

0 50 100 150 200 250 300 350
30000−

20000−

10000−

0

10000

20000

• Number of Statistics
- 180M(0-10%), 580M(10-80%)

The STAR Collaboration
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and their cumulants are given by

hNm
A ic = hNm

B ic = Cm. (70)

We are interested in the cumulants of the total particle number N = NA + NB. Due to the additive property of
cumulants for independent stochastic variables [7], cumulants of N are given by

Km ⌘ hNmic = hNm
A ic + hNm

B ic = 2Cm. (71)

Because of the e�ciency loss, the observed particle numbers nA and nB have di↵erent distributions from those of NA

and NB. The cumulants of nA and nB are represented by Cm by the inverse procedure of Eqs. (26) and (27) [7]. For
the first and second orders we have

hnXi = "XC1, (72)

hn2
Xic = "2XC2 + "X(1� "X)C1, (73)

with X =A and B. By substituting Eqs. (72) and (73) into Eqs. (58) and (59) with M = 2, the correct value of Km

is recovered.
Now, we consider a case that the e�ciency correction is performed by regarding n = nA + nB as a particle number

described by a single distribution function measured by an averaged e�ciency " = ("A + "B)/2. Then, the e�ciency
correction would be performed by substituting n = nA + nB and p = " into the result in Sec. II such as Eqs. (26) and
(27). For the first order, the result of this e�ciency correction is

K(ave)
1 = hN1i+ hN2i =

hn1i
"

+
hn2i
"

=
"1C1

"
+

"2C1

"
= 2C1. (74)

Therefore, the correct cumulant Eq. (71) is recovered to this order. This, however, is not the case for higher order

cumulants. By denoting the deviation of the reconstructed cumulant with average e�ciency K(ave)
m from the original

one as

�Km = Km �K(ave)
m = 2Cm �K(ave)

m , (75)

�Km is calculated to be

�K2 =
1

2

✓
�"

"

◆2

(C2 � C1), (76)

�K3 =
3

2

✓
�"

"

◆2

(C3 � 2C2 + C1), (77)

�K4 =
1

2

✓
�"

"

◆2

(6C4 � 18C3 + 19C2 � 7C1) +
1

8

✓
�"

"

◆4

(C4 � 6C3 + 11C2 � 6C1), (78)

with �" = "A � "B. The nonzero �Km shows that the reconstructed cumulant does not agree with the original one.
These results clearly show that the use of the averaged e�ciency gives rise to a deviation in the result of the e�ciency
correction. Only for Poisson distribution (C1 = C2 = ... = Cm), the deviation vanishes.
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FIG. 1. Deviation of the e�ciency corrected values of cumulants using averaged e�ciency �Km assuming (a) Gauss distribution
and (b) distribution that has 5% smaller cumulants than Poisson distribution.

The correction doesn’t work well 
if efficiency is different between 
2 phase spaces.

Analytical calculation with 
2 distribution model

Deviation  
from true 
cumulant

4th-order

2nd-order

3rd-order

Efficiency difference 
• However, it is suggested [4] 

using average efficiencies 
would give artificial results 
when distribution doesn’t 
follow the Poisson distribution.
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• According to theoretical predictions, the 6th-
order cumulants of net-variable may be the 
signal of cross-over transition [1].  
(χ6/χ2<0 near the Tpc) 

• C6/C2 of net-proton have already been 
reported but net-charge is only measured up 
to 4th-order. 

_

_

0-10%
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