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• Diskless Tier 2s are an important idea for 
simplifying smaller sites

• But are they fully useful or would we need to 
restrict the workloads to low bandwidth ones

• CMS jobs at Oxford reading from were an ideal 
place to test this.



Why CMS jobs at Oxford?

• CMS central config already supports the idea for 
diskless sites for special opportunistic sites

• CMS also already had the AAA infrastructure for 
WAN reads of data from within the code

• Oxford was already registered and set up as a 
CMS T3 site but was under utilised

• December 2016, we stopped CMS work at 
Oxford, decommissioned the storage and 
configured CMS jobs at the site to read from and 
write to Oxford



Can we run jobs?



Can we run them efficiently?
(or as efficiently as CMS ever does)
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Number and Efficiency of Running Jobs at Oxford 

Efficiency Average Number of Running Jobs
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Next Steps

• CMS jobs with remote IO work well, we 
continued with the setup after the tests

• We then set up RHUL as a satellite of IC



Oxford and RHUL Usage



But…

• CMS site config supports a many-to-many 
mapping between storage and compute as 
long as the software can resolve the data 
location

• So we set up a UK xrootd redirector and 
registered the RALPP, IC and Brunel AAA 
endpoints with it
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CMS UK T2 and T3 Usage



• Set up the new PhEDEx node – T1_UK_RAL_ECHO_Disk
• Start Debug Transfers

– Milestone 1 – Debug transfers at sustained rate of XXXMB/s

• Start Production PhEDEx Agents – DDN quota at zero
• Transfer in some dataset(s) that are not on T1_UK_RAL_DISK
• Run some test workflows against those datasets

– Milestone 2 – Support YYY Analysis/Reprocessing Jobs on the RAL Farm

• Join ECHO to the transitional AAA Federation
– Milestone 3 – Achieve targets to join Production AAA Federation

• Set DDN Quota to 250TB
– Milestone 4 – Run stably for 3 weeks

• Move stage out to ECHO
– Milestone 5 – Run stably for 3 weeks

• Rerun the prestage tests for TAPE=>Buffer=>ECHO
– Milestone 6 – Pass prestage tests

• Increase DDN quota gradually to 2.5PB minus temp and stage out areas
– Milestone 7 – ECHO in production for CMS

• Discuss with RAL about CASTOR Disk Ramp down and ECHO Ramp up and set timetable
• Milestone 8 – Phase out CASTOR Disk

CMS Testing Plan for Echo


