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https://usgv6-deploymon.antd.nist.gov/
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Fraction	of	endpoints	listed	in	the	CERN	central	BDII	(lcg-bdii.cern.ch)	where	the	DNS	returns	an	IPv4-only	(A)	
resolution	(orange	line),	a	dual-stack	IPv6-IPv4	(A+AAAA)	resolution	(green	line)	or	an	IPv6-only	resolution	(blue	line).	
(http://orsone.mi.infn.it/~prelz/ipv6_bdii/)	

WLCG	status
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GridPP IPv6	status

• https://www.gridpp.ac.uk/wiki/IPv6_site_status
• 19	sites	in	the	table

• value	in	brackets	at	end	indicates	change	since	GridPP35
• 19/19	have	discussed	IPv6	with	local	networking	team	(+1)
• 18/19	have	asked	for	some	IPv6	addresses	(+3)
• 15/19	have	IPv6	addresses	(+4)
• 13/19	have	set	up	an	IPv6	enabled	host	(+4)
• 8/19	have	an	IPv6	enabled	DNS	(+2)

• 9/19	have	a	dual-stack	perfSONAR host	(+2)
• 6/19	have	some	dual-stack	worker	nodes	(+3)
• 5/19	have	some	dual-stack	grid	services	(e.g.	SRM,	xrootd)	(+1)
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RAL	IPv6	status

• Updating	services	such	as	Argo,	FTS,	BDII,	Frontier	etc to	dual-stack	
• CASTOR	storage	will	die	as	IPv4-only
• Dual-stack	gateway(s)	to	Echo	CEPH	storage
• Don’t	have	proper	IPv6	firewall	- doing	IPv6	via	CPU	of	the	firewall	
(ASICs	don’t	do	it)
• Most	data	traffic	goes	around	the	firewall,	but	would	be	traversed	
when	WN	read	xrootd traffic
• However,	if	the	firewall	becomes	more	loaded	that	would	potentially	
cause	problems
• Very	low	traffic	IPv6	level	currently
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GridPP Tier-2s

• Brunel,	Imperial	have	been	dual-stack	for	some	time
• QMUL	has	dual-stack	storage	and	a	few	WN	in	testing
• Liverpool	and	Lancaster	have	made	good	progress	recently	and	have	
installed	dual-stack	perfSONAR hosts
• Manchester,	Sheffield,	Durham,	Edinburgh,	Glasgow,	Bristol	and	
Oxford	have	an	IPv6	presence	but	little	recent	progress
• RHUL,	RALPPD… should	hopefully	dip	their	toe	in	the	IPv6	water	soon
• UCL,	Birmingham,	Cambridge	and	Sussex	lacking	in	manpower
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Brunel	IPv6-only	worker	nodes:	update

• Raul	has	set	up	an	IPv6-only	worker	node	at	Brunel
• Sits	behind	a	dual-stack	CE

• Some	issues	with	stale	CRLs	
• HEPiX WG	tracking	this:	http://cvmfs-6.ndgf.org/ipv6/overview.php

• LHCb :	runs	production	jobs	– uploads	to	a	number	of	dual-stack	Tier-
1s	(PIC,	IN2P3,	CERN)
• CMS	:	glidein-WMS	testbed	able	to	submit	jobs	to	it
• ATLAS	:	has	also	run	some	ATLAS	pilot	jobs	– not	sure	of	current	status
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CERN	status	(Edoardo Martelli,	Hervé Rousseau)

• CERN	Agile	Infrastructure	VMs	will	soon	have	IPv6	on	by	default
• could	be	useful	for	testing	– all	CERN	users	get	an	allocation

• EOS
• Support	for	IPv6	comes	with	Citrine branch	which	uses	XRootD v4

• EOS-LHCb already	dual-stack	and	EOS-ALICE	will	move	on	18th Sep	
2017
• CVMFS
• Stratum	zero	(backend)	has	IPv6	but	is	not	advertised
• Stratum	one	(frontend)	has	had	IPv6	for	more	than	a	year
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FTS	transfers	using	IPv6

https://monit-grafana.cern.ch/ IPv6	update	GridPP39	Lancaster	Sept	2017 12



Tier-1	Status

https://hepix-ipv6.web.cern.ch/sites-connectivity

• All	Tier	1,	except	KR-
KISTI-GSDC,	are	now	
IPv6	peering	with	
LHCOPN

• Dual-stack	storage	
slowly	being	deployed

• Storage	plans	not	
currently	clear	at:	FNAL,	
KIT,	Russia,	INFN,	BNL,	
ASGC
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ALICE

• 71	SEs	in	54	
sites

• 9	have	IPv6	
DNS	AAAA	(6	
sites)

• 8	are	
reachable	
over	IPv6
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CMS

• Adding	a	DNS	IPv6	test	to	production	ETF	instance
• Preparing	a	SAM	storage	test	for	xRootD
• copy	files	in	and	out
• automatically	test	all	SEs	(from	IPv6	ETF/SAM3)

• Tracking	IPv6	readiness	of	sites
• 12	sites	“Healthy	IPv6	and	ready	to	test”
• 23	sites	“Known	issues”
• 7	sites	“Unknown	status”

• Also	updating		WLCG	survey:	
https://www.gridpp.ac.uk/wiki/2014_IPv6_WLCG_Site_Survey
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LHCb
• LHCb will	start	to	monitor	site	statuses	in	a	similar	way	to	ALICE	(using	
same	table	and	column	format)
• Analysis	of	IPv6	implementation	for	sites	supporting	LHCb
• 21	SEs	(6	IPv6	capable)
• 163	CEs	at	76	Sites	(15	IPv6	at	6	sites)
• (Just	reporting	standard	WLCG	CEs	and	excluding	LHCb defined	vac,	DIRAC	
and	cloud	(vcycle)	sites	as	none	are	yet	IPv6	capable)

• Ongoing	interesting	issue		uploading	output	from	Imperial	dual-stack	
WN	to	Sara	SE	which	appears	to	be	specific	to	some	host	pairs	over	
IPv6	from	the	UK	and	whilst	using	LHCONE
• Inability	to	ping	hosts	over	IPv6	recently	confirmed	by	GÉANT
• GGUS	ticket:	https://ggus.eu/index.php?mode=ticket_info&ticket_id=129946
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• WLCG	‘dual-stack’	and	UK	meshes	are	testing	over	IPv4	&	IPv6	where	possible	
• Other	meshes	(e.g.	LHCOPN	and	LHC	VO’s	still	only	testing	over	IPv4)
• http://psmad.grid.iu.edu/maddash-webui/index.cgi?dashboard=UK%20Mesh%20ConfigIPv6	update	GridPP39	Lancaster	Sept	2017 17



Brunel	even	
with	new	
NAT	still	
shows	better	
results	over	
IPv6
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http://pprc.qmul.ac.uk/~lloyd/gridpp/gridtests/nettest_xrootd_ipv6.html
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Tutorials	at	Meetings

HEPSYSMAN	(summer	at	RAL)
• Held	an	‘IPv6	day’	before	the	main	meeting
• Tim	Chown (Jisc)	gave	a	useful	‘Introduction	to	IPv6’
• Eric	Vyncke (Cisco)	gave	a	very	detailed	session	on	IPv6	Security
WLCG	Workshop	in	Manchester
• Several	talks	introducing	IPv6 including	one	from	Terry	Froy
• Three	IPv6	practical	sessions	(using	VMs	set	up	by	Terry)	including	
copying	files	into	IPv6-only	SE,	installing	CVMFS/Squid	and	perfSONAR
(by	me)	
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UK	IPv6	Council	meetings

• Worth	attending	to	see	how	other	organisations are	dealing	with	IPv6
• Oct	2016	meeting	included	a	talk	by	Phil	Mayers from	Imperial	
College	on	their	IPv6	roll	out
• Most	recent	event	was	security	workshop	in	July	2017	
• Sky	rolled	out	IPv6	recently	
• now	have	~5M	IPv6-enabled	customers,	dual-stack

• BT	have	around	2M	IPv6-enabled	customers
• Not	yet	on	my	home	router	(HomeHub 5)	however…

• http://www.ipv6.org.uk/
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https://stats.labs.apnic.net/ipv6/GB
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Summary

• Still	limited	dual-stack	storage	at	the	Tier-1s	but	coming	slowly
• RAL	has	made	good	progress
• Brunel	IPv6	WN	has	been	very	helpful	for	LHC	VO’s
• LHCb can	run	on	IPv6-only	CPUs
• Tracking	and	monitoring	best	done	by	the	Experiment	VOs	
themselves
• UK	Tier-2s	are	making	slow,	steady	progress	but	still	a	long	way	to	go
• would	be	good	to	have	more	dual-stack	worker	nodes	and	storage

• Training	(e.g.	WLCG	workshop)	and	Documentation	(underway)
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