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In autumn 2017… 

● Three experiments were already using Rucio (ATLAS, AMS, Xenon1t)

● Some personal contacts to other interested communities have been established

● ATLAS S&C data strategy for the long-term was getting more concrete

● Significant contribution to the HSF community process for data management

              →   Idea was born to do the "1st Rucio Community Workshop"

https://indico.cern.ch/event/676472/
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Workshop objectives

● Present Rucio to a larger audience beyond ATLAS
○ Design, concepts, operations, and demonstration of the system

○ And also the people behind it!

● Community-building and strengthening
○ For the experiments using Rucio

○ For the experiments which are evaluating Rucio or are interested to know more

○ And also gather information and feedback

● Discussing the future
○ The software development roadmap for the long-term

○ Development incubator

○ Identifying potential collaborations
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Overwhelming response

● 90+ persons registered

● Representing more than 14 communities

● This workshop marks the start of the process

to evolve Rucio as a common  distributed

data management system for HEP and non-HEP
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Thursday Keynote — ECMWF
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Thursday morning session — Presenting Rucio

● Prologue: A history lesson

● Chapter 1 — Namespace

● Chapter 2 — Storage

● Chapter 3 — Replica management

● Chapter 4 — Basic usage

● Chapter 5 — Advanced usage

● Chapter 6 — Experiment perspective
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Thursday afternoon — First community session

● Communities already using Rucio

● ATLAS, ASGC/AMS, Xenon1t

● Main things discussed
○ Deployment and operational experiences

○ Integration experience with existing systems

○ Split between WFMS and DDM — which drives which

○ Python 3 support

○ Flexible permissions and policies
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Thursday afternoon — Second community session

● Testbeds: CMS, LIGO, IceCube
○ Combined effort from OSG, FermiLab, and UChicago, with support from the Rucio team

● OSG considering hosting "Rucio as a Service" for OSG experiments
○ Without taking ownership of experiment's data(!)

● NA62, EISCAT_3D presented their data needs
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Thursday afternoon — Community session 2/3

● CMS, LIGO, and IceCube are already evaluating Rucio
○ Combined effort from OSG, FermiLab, and UChicago, with support from the Rucio team

● OSG considering hosting "Rucio as a Service" for OSG experiments
○ Without taking ownership of experiment's data(!)

● NA62, EISCAT_3D presented their data needs
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Friday Keynote — Google
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Keynote — Google
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Keynote — Google
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Keynote — Google



2018-03-27

Friday morning — Third community session

● ARC Cache support already integrated in Rucio

● COMPASS wants to start evaluating Rucio

● CTA needs smart data distribution using OAIS flexible metadata

● SKA needs a 300+PB/year scalable data management system

● DUNE and FIFE (Frontier Experiments at FermiLab) are looking for SAM replacement
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Friday morning — Discussion session

● Lorem ipsum ● Scalability vs Python

● Subfile support and data formats

● Flexible metadata support

● Database support

○ PostgreSQL, non-relational

● Authentication & Authorisation
○ EduGAIN, SciTokens, ...

● Workflow management support
○ DIRAC, HTCondor, Pegasus

● More transfertools
○ GlobusOnline, WebDAV, HTCondorFile

● Deployment models

○ Dockers, Multi-VO Service, … 

● Dependent services

○ ActiveMQ, FTS, ...
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Friday afternoon — Technical & demo session
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Next steps

● Continue to support already invested communities
○ Set up collaboration plans for Rucio feature developments which are not directly needed by ATLAS

○ e.g., DIRAC and HTCondor integration, flexible metadata support,

EduGAIN authorisation, GlobusOnline, component-wise deployments, …

● Engage more closely with the newly interested communities
○ Deploy, test, and monitor; Integrate existing systems; Register existing data into Rucio

○ News from SKA European Regional Center: will set up Rucio testbed (likely RAL)

● Start going into details for the upcoming "infrastructure sharing" requirements
○ Data Lakes, Networks, Cloud, Capability Authentication

● Think about Rucio Community Workshop #2!
○ Eg., a coding camp to follow up on technical discussions
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http://rucio.cern.ch

https://rucio.readthedocs.io

https://github.com/rucio/

https://travis-ci.org/rucio/

https://hub.docker.com/r/rucio/

https://rucio.slack.com/

rucio-dev@cern.ch

Website

Documentation

Repository

Continuous Integration

Images

Online support

Developer contact

More information
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https://hub.docker.com/r/rucio/
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Backup
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Workshop dinner
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Thanks from the Rucio team!

Cédric Joaquín Mario Martin Nicolò

Stefan Thomas Tobias Tomáš Vincent


