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Motivation 
The precision reached in ttbar measurements at the LHC has made both higher-
order QCD and EW corrections unavoidable ingredients for a correct 
comparison of theory vs. experiment. 

8 TeV data have shown a tension with NLO QCD predictions for pt(top) 
distributions, which is partially explained by NNLO QCD corrections. 
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We present the first complete next-to-next-to-leading order (NNLO) QCD predictions for differ-
ential distributions in the top-quark pair production process at the LHC. Our results are derived
from a fully differential partonic Monte Carlo calculation with stable top quarks which involves no
approximations beyond the fixed-order truncation of the perturbation series. The NNLO correc-
tions improve the agreement between existing LHC measurements [V. Khachatryan et al. (CMS
Collaboration), Eur. Phys. J. C 75, 542 (2015)] and standard model predictions for the top-quark
transverse momentum distribution, thus helping alleviate one long-standing discrepancy. The shape
of the top-quark pair invariant mass distribution turns out to be stable with respect to radiative
corrections beyond NLO which increases the value of this observable as a place to search for physics
beyond the standard model. The results presented here provide essential input for parton distri-
bution function fits, implementation of higher-order effects in Monte Carlo generators as well as
top-quark mass and strong coupling determination.

INTRODUCTION

There is remarkable overall agreement between stan-
dard model (SM) predictions for top-quark pair produc-
tion and LHC measurements. Measurements of the total
inclusive cross section at 7, 8, and 13 TeV [1–5] agree well
with next-to-next-to leading order (NNLO) QCD pre-
dictions [6–11]. Differential measurements of final state
leptons and jets are generally well described by exist-
ing NLO QCD Monte Carlo (MC) generators. Concern-
ing top-quark differential distributions, the description of
the top-quark pT has long been in tension with data [12–
14]; see also the latest differential measurements in the
bulk [15] and boosted top [16] regions. The first 13 TeV
measurements have just appeared [17, 18] and they show
similar results; i.e., MC predictions tend to be harder
than data.

This “pT discrepancy” has long been a reason for con-
cern. Since the top quark is not measured directly, but
is inferred from its decay products, any discrepancy be-
tween top-quark-level data and SM prediction implies
that, potentially, the MC generators used in unfolding
the data may not be accurate enough in their description
of top-quark processes. With the top quark being a main
background in most searches for physics beyond the SM
(BSM), any discrepancy in the SM top-quark description
may potentially affect a broad class of processes at the
LHC, including BSM searches and Higgs physics.

The main “suspects” contributing to such a discrep-
ancy are higher order SM corrections to top-quark pair
production and possible deficiencies in MC event gener-
ators. A goal of this work is to derive the NNLO QCD
corrections to the top-quark pT spectrum at the LHC
and establish if these corrections bridge the gap between
LHC measurements, propagated back to top-quark level
with current MC event generators, and SM predictions
at the level of stable top quarks.

PP → tt-+X(8TeV)
mt=173.3 GeV
MSTW2008
µF,R/mt∈{0.5,1,2}
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FIG. 1: Normalized top-antitop pT distribution vs CMS
lepton+jets data [15]. NNLO error band from scale vari-
ation only. The lower panel shows the ratios LO/NNLO,
NLO/NNLO, and data/NNLO.

Our calculations are for the LHC at 8 TeV. They show
that the NNLO QCD corrections to the top-quark pT
spectrum are significant and must be taken into account
for proper modeling of this observable. The effect of
NNLO QCD correction is to soften the spectrum and
bring it closer to the 8 TeV CMS data [15]. In addition
to the top-quark pT, all major top-quark pair differential
distributions are studied as well.
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FIG. 1: Normalized top-antitop pT distribution vs CMS
lepton+jets data [15]. NNLO error band from scale vari-
ation only. The lower panel shows the ratios LO/NNLO,
NLO/NNLO, and data/NNLO.

Our calculations are for the LHC at 8 TeV. They show
that the NNLO QCD corrections to the top-quark pT
spectrum are significant and must be taken into account
for proper modeling of this observable. The effect of
NNLO QCD correction is to soften the spectrum and
bring it closer to the 8 TeV CMS data [15]. In addition
to the top-quark pT, all major top-quark pair differential
distributions are studied as well.

of their hierarchy in terms of coupling constants. Secondly, weak contributions due to the

emission of potentially resolvable massive EW vector bosons need to be taken into account,

at least when one is not able to discard them in the context of a fully realistic analysis at

the level of final states. We have shown that, in the case of tt̄H inclusive production, these

processes may in fact not be entirely negligible in precision phenomenology studies.

We have compared the O(α2
Sα

2) predictions with those of O(α3
Sα), which constitute

the dominant (in terms of coupling hierarchy) contribution to NLO effects. We have found

that such a hierarchy, established a priori on the basis of the coupling-constant behaviour, is

amply respected at the level of fully-inclusive cross sections, for which the scale uncertainty

of the latter contribution is significantly larger than the whole O(α2
Sα

2) result. This picture

does change, however, when one emphasises the role of phase-space regions characterised by

some large scale (typically related to a high-pT configuration), which can be done by either

looking directly at the relevant kinematics, or at the inclusive level by applying suitable

cuts; both options have been considered here. The main conclusion is that, in these regions,

effects of weak origin play an important role, and that O(α2
Sα

2) results may be numerically

of the same order as theO(α3
Sα) ones. Therefore, tt̄H production appears to follow the same

pattern as other processes, where Sudakov logarithms can induce significant distortions of

spectra. This implies that the computation of weak contributions is a necessary ingredient

for precision phenomenology at large transverse momenta.
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EW corrections have a similar size (        ), with 
Sudakov enhancements in the boosted regime. 
However, only a part of them has been taken into 
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till recently.  
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FIG. 1: Normalized top-antitop pT distribution vs CMS
lepton+jets data [15]. NNLO error band from scale vari-
ation only. The lower panel shows the ratios LO/NNLO,
NLO/NNLO, and data/NNLO.

Our calculations are for the LHC at 8 TeV. They show
that the NNLO QCD corrections to the top-quark pT
spectrum are significant and must be taken into account
for proper modeling of this observable. The effect of
NNLO QCD correction is to soften the spectrum and
bring it closer to the 8 TeV CMS data [15]. In addition
to the top-quark pT, all major top-quark pair differential
distributions are studied as well.

We provided predictions at complete NLO 
accuracy including also NNLO QCD 
corrections for differential distributions in 
top-quark pair production at 8 and 13 TeV.

EW corrections have a similar size (        ), with 
Sudakov enhancements in the boosted regime. 
However, only a part of them has been taken into 
account in experimental analyses, and no 
consistent combination with NNLO QCD (same 
input parameters, PDFs and scale) was available 
till recently.  
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Motivation (part 2)

If you do not believe that NNLO QCD + NLO EW corrections are essential: 
do you remember the forward-backward asymmetry at the Tevatron?    

It is exactly the same process, at another hadron collider.
3
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FIG. 1: The inclusive asymmetry in pure QCD (black) and
QCD+EW[28] (red). Capital letters (NLO, NNLO) corre-
spond to the unexpanded definition (2), while small letters
(nlo, nnlo) to the definition (3). The CDF/DØ (naive) av-
erage is from Ref. [29]. Error bands are from scale variation
only. Our final prediction corresponds to scenario 10.

ing in eq. (3).] The first definition, eq. (2), uses exact re-
sults in both numerator and denominator of eq. (1), while
the second, eq. (3), is the expansion of the ratio eq. (2) in
powers of αS . (Such an expansion is not, strictly speak-
ing, fully consistent since the αS expansion is performed
after convolution with pdf’s. Nevertheless, following the
existing literature, we consider it as an indication of the
sensitivity of AFB to missing higher order terms.)

In the present letter, we present differential asymme-
tries with the unexpanded definition (2) and without EW
corrections (see figs. 2,3,4). The inclusive asymmetry,
see fig. 1, is computed with both definitions (2) and (3)
including EW corrections. (EW corrections to Di are
neglected since EW effects to the total cross-section are
very small O(1%), see Refs. [57–61].) The numerator
factor NEW is taken from Table 2 in Ref. [28]. (We have
checked that the different pdf and mt used in Ref. [28]
have negligible impact on the QCD numerator N3 and
so we expect the same to hold for NEW.) Only for the
inclusive asymmetry we determine the scale variation by
keeping µR = µF (since the scale dependence of NEW is
published [28] only for µR = µF ). (We have checked that
for the pure QCD corrections to the total asymmetry the
difference with respect to scale uncertainty derived with
µR ̸= µF variation is negligible.) We also note that the
scale variation of AFB is derived from the consistent scale
variation of the ratio, i.e. both numerator and denom-
inator in eqs. (2) and (3) are computed for each scale
value.
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DISCUSSION AND CONCLUSIONS

In fig. 1 we observe that the central values of the ex-
panded (3) and unexpanded (2) definitions of inclusive
AFB differ significantly at NLO but less so at NNLO.
While the unexpanded definition (2) closely resembles
the experimental setup, the consistency of the two def-
initions within uncertainties renders the question about
the more appropriate choice largely irrelevant. We also
note the small scale error for the expanded AFB defini-
tion (3) in pure QCD at both NLO and NNLO, which
appears too small to be realistic. The inclusion of EW
corrections, however, breaks this pattern and brings the
scale dependence in line with the unexpanded definition

A posteriori, 
it was realized that a large fraction of 
the discrepancy was due to the missing 
contributions from: 
EW corrections  
(Hollik, DP ’11)  
and  
NNLO QCD corrections 
(Czakon, Fiedler, Mitov ’15)
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Motivation (part 2)

If you do not believe that NNLO QCD + NLO EW corrections are essential: 
do you remember the forward-backward asymmetry at the Tevatron?    

It is exactly the same process, at another hadron collider.
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(nlo, nnlo) to the definition (3). The CDF/DØ (naive) av-
erage is from Ref. [29]. Error bands are from scale variation
only. Our final prediction corresponds to scenario 10.

ing in eq. (3).] The first definition, eq. (2), uses exact re-
sults in both numerator and denominator of eq. (1), while
the second, eq. (3), is the expansion of the ratio eq. (2) in
powers of αS . (Such an expansion is not, strictly speak-
ing, fully consistent since the αS expansion is performed
after convolution with pdf’s. Nevertheless, following the
existing literature, we consider it as an indication of the
sensitivity of AFB to missing higher order terms.)

In the present letter, we present differential asymme-
tries with the unexpanded definition (2) and without EW
corrections (see figs. 2,3,4). The inclusive asymmetry,
see fig. 1, is computed with both definitions (2) and (3)
including EW corrections. (EW corrections to Di are
neglected since EW effects to the total cross-section are
very small O(1%), see Refs. [57–61].) The numerator
factor NEW is taken from Table 2 in Ref. [28]. (We have
checked that the different pdf and mt used in Ref. [28]
have negligible impact on the QCD numerator N3 and
so we expect the same to hold for NEW.) Only for the
inclusive asymmetry we determine the scale variation by
keeping µR = µF (since the scale dependence of NEW is
published [28] only for µR = µF ). (We have checked that
for the pure QCD corrections to the total asymmetry the
difference with respect to scale uncertainty derived with
µR ̸= µF variation is negligible.) We also note that the
scale variation of AFB is derived from the consistent scale
variation of the ratio, i.e. both numerator and denom-
inator in eqs. (2) and (3) are computed for each scale
value.
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AFB differ significantly at NLO but less so at NNLO.
While the unexpanded definition (2) closely resembles
the experimental setup, the consistency of the two def-
initions within uncertainties renders the question about
the more appropriate choice largely irrelevant. We also
note the small scale error for the expanded AFB defini-
tion (3) in pure QCD at both NLO and NNLO, which
appears too small to be realistic. The inclusion of EW
corrections, however, breaks this pattern and brings the
scale dependence in line with the unexpanded definition

A posteriori, 
it was realized that a large fraction of 
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contributions from: 
EW corrections  
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and  
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NLO QCD NLO EW 

Calculation framework
The calculation of NNLO QCD corrections is based on  
Czakon, Fiedler, Mitov ’15 

The calculation of the complete NLO corrections is performed with the EW 
branch of MadGraph5_aMC@NLO (Frixione, Hirschi, DP, Shao, Zaro ’14,’15).  

αs
3 αs

2α α2αs α3

αs
2 αsα α2

LO 

NLO 

NNLO 

NNLO QCD 

⌘ ⌃LO,1 + ⌃LO,2 + ⌃LO,3 ,

⌃tt̄
NLO(↵s,↵) = ↵3

s⌃3,0 + ↵2
s↵⌃3,1 + ↵s↵

2⌃3,2 + ↵3⌃3,3

⌘ ⌃NLO,1 + ⌃NLO,2 + ⌃NLO,3 + ⌃NLO,4 ,

⌃tt̄
NNLO(↵s,↵) = ↵4

s⌃4,0 + ↵3
s↵⌃4,1 + ↵2

s↵
2⌃4,2 + ↵s↵

3⌃4,3 + ↵4⌃4,4

⌘ ⌃NNLO,1 + ⌃NNLO,2 + ⌃NNLO,3 + ⌃NNLO,4 + ⌃NNLO,5 . (3.2)

In order to help the reader and be as close as possible to the common notation, we further define the
purely QCD quantities as

⌃LO QCD ⌘ ⌃LO,1 , ⌃NLO QCD ⌘ ⌃NLO,1 , (3.3)

⌃NNLO QCD ⌘ ⌃NNLO,1 , ⌃QCD ⌘ ⌃LO QCD + ⌃NLO QCD + ⌃NNLO QCD (3.4)

and those involving also EW corrections as

⌃LO EW ⌘ ⌃LO,2 , ⌃subleading ⌘ ⌃LO,3 + ⌃NLO,3 + ⌃NLO,4 , (3.5)

⌃NLO EW ⌘ ⌃NLO,2 , ⌃EW ⌘ ⌃LO EW + ⌃NLO EW + ⌃subleading . (3.6)

In the following, consistently to what has been done in the previous section, with the term “EW correc-
tions” we will refer to the quantity ⌃EW. We will use the term “NLO EW corrections” for only the ⌃NLO EW

term. The linear combination of NNLO QCD results and electroweak corrections can thus be defined as

⌃QCD+EW ⌘ ⌃QCD + ⌃EW , (3.7)

consistently with the notation in the plots of the previous section.
At variance with refs. [4, 5], in this work we in general do not consider the e↵ect due to the Heavy-

Boson-Radiation (HBR), as also done in ref. [3]. However we explicitly investigate their e↵ect in Sec. 5.
At LO and NLO accuracy, all the contributions, with the exception of ⌃LO QCD and the ⌃NLO QCD,

depend on the photon PDF. The dominant photon-induced initial state is the g� ! tt̄ process, which
contributes to ⌃LO EW and, via QCD corrections to this order, to ⌃NLO EW. In addition, ⌃NLO EW, but
also ⌃NLO,3 and ⌃NLO,4, receive contributions from the q� ! tt̄q and q̄� ! tt̄q̄ processes. Moreover, in the
case of ⌃LO,3 and ⌃NLO,4, also the �� initial state gives a contribution. As already discussed in ref. [3],
almost all the photon-induced contribution arises form ⌃LO EW. Here, at variance with ref. [3], we do include
the term ⌃subleading in our calculation. [DP: This does not look as the most appealing name. Any suggestion
for changing it? ] However, as it is suggested by its name, its size is in general subleading, so the previous
argument still holds true. We show and discuss later in this section the size of ⌃subleading.

Besides the additive combination ⌃QCD+EW defined Eq. 3.7 and discussed in the previous section, ⌃QCD

and ⌃EW can also be combined in a di↵erent way, i.e., in the so called “multiplicative approach”. The
purpose of the multiplicative approach is to estimate the size of ⌃NNLO,2, which we rename for convenience
⌃NNLO QCD-EW. In the regime where NLO QCD corrections are dominated by soft interactions and NLO
EW by Sudakov logarithms, ⌃NNLO QCD-EW ⇠ ⌃NLO QCD ⇥ ⌃NLO EW is a very good approximation, since
the two e↵ects factorise and are dominant. Otherwise, in other regimes, ⌃NNLO QCD-EW can be used
as an estimate of the leading missing mixed QCD-EW higher orders. The advantage of the inclusion of
⌃NNLO QCD-EW terms is also the stabilisation of the scale dependence of the ⌃NLO EW term, which in tt̄
production is almost2 the same of ⌃LO QCD. To this purpose we define the quantity

⌃QCD⇥EW ⌘ KNLO
EW (⌃LO QCD + ⌃NLO QCD) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.8)

= KNLO
QCD (⌃LO QCD + ⌃NLO EW) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.9)

= ⌃QCD +KNLO
QCD ⌃NLO EW + ⌃LO EW + ⌃subleading (3.10)

2We say “almost” because this order receives also QCD corrections to the ⌃LO EW contributions from the g� and bb̄ initial
states.
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All these orders are taken into 
account, without any approximation.
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2. Main results: NNLO QCD + EW corrections

In the following we present predictions at NNLO QCD accuracy including also EW corrections for tt̄
distributions at 13 TeV. In particular, we focus on distributions for the top-pair invariant mass m(tt̄), the
average transverse momentum (pT,avt) and rapidity (yavt) of the top and antitop quark, and the rapidity
of the tt̄ system, y(tt̄). In the cases of both pT,avt and yavt we do not calculate these observables on a
event-by-event base; we average the results of the histograms for the transverse momentum (rapidity) of the
top and the antitop.

In this section we linearly combine predictions at NNLO accuracy, i.e. including completeO(↵n
s ) terms up

to n = 4, with all the possible remaining LO and NLO terms arising from QCD and electroweak interactions
in the SM. In other words, at LO we include not only the purely QCD O(↵2

s) contribution, but also all the
O(↵s↵) and O(↵2) terms. Similarly, at NLO we take into account not only the O(↵3

s) contribution, the NLO
QCD, but also the O(↵2

s↵) one, the so-called NLO EW, and the subleading contributions of O(↵s↵
2) and

O(↵3). For brevity, we will denote as “EW corrections” the sum of all the LO and NLO terms of O(↵m
s ↵n)

with n > 0. The description of the single contributions and a discussion of their individual phenomenological
impact are postponed to Sec. 3, where also a more elaborate notation for the classification of the di↵erent
contributions will be introduced.

Our calculation is performed using the following input parameters

mt = 173.3 GeV , mH = 125.09 GeV , mW = 80.385 GeV , mZ = 91.1876 GeV , (2.1)

and setting all the other fermion masses to zero. All masses are renormalised on-shell and all decay widths
are set to zero. The renormalization of ↵s is performed in the 5 Flavour scheme (5FS), while EW parameters
are chosen in the Gµ-scheme, with

Gµ = 1.1663787 · 10�5 GeV�2 . (2.2)
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NNLO QCD: scale definition
The dependence on the ren. and fac. scale is mainly due to QCD effects.
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Figure 5. Comparison of the average top/antitop pT differential cross-section at NNLO evaluated
with five different dynamic scales. All plots show ratios with respect to the default scale mT /2 (3.9):
HT /4 (top left), HT,int/2 (top right), mT (bottom left) and mtt̄/4 (bottom right). Error bands are
from scale variation only.

pT,t → 0 and pT,t → ∞ thus arriving at the following “best” scale

µ0 =

⎧

⎪

⎨

⎪

⎩

mT

2
for : pT,t, pT,t̄ and pT,t/t̄ ,

HT

4
for : all other distributions .

(3.9)

Eq. (3.9) above is the main result of this work. In the following we present its justification

by the way of analysing differential distributions. We also compare three different pdf sets:

NNPDF3.0 [70], CT14 [73] and MMHT2014 [74].

– 10 –

has been used at NLO [42], while at NNLO a modified version of H ′

T was used in ref. [43]. A

detailed study of dynamic scales in W+3jets was performed in ref. [44] where scales based on

the MLM and CKKW procedures [45, 46] were found to offer small corrections across different

kinematics, in variance with the case of the W -boson transverse mass. Related discussion for

V + jets can be found in ref. [47]. An often made choice in inclusive jet production is pT
or pT,max [48–50] while for dijet mass distributions one typically has pT,ave and pT,maxe0.3y

∗

[48, 51]. A recent summary of existing LHC jet measurements can be found in ref. [52].

Other past approaches to scale setting include the Principle of Minimal Sensitivity

[53, 54]; the Complete Renormalization Group Improvement approach [55] which provides

a factorisation scale based on an alternative collinear factorisation scheme [56], extending

earlier work on factorisation scale setting in Higgs production [57, 58]. Finally, the Brodsky-

Lepage-Mackenzie scale setting approach [59] (and its further refinement known as Principle

of Maximum Conformality) [60–65] is based on the idea of restoring the conformal symmetry

of the QCD Lagrangian in observables. The BLM/PMC approach specifies a value for the

renormalisation, but not factorisation, scale.

In this work we choose to follow the usual approach to scale setting due to its broadly-

established applicability from fully inclusive observables to exclusive multi-particle final states.

In particular, here we only consider scales which are common to all orders in the strong

coupling expansion. For this reason, in the present work we do not study the implications of

the BLM/PMC procedures. Recent comparison of predictions based on the BLM/PMC and

the usual scale setting approaches can be found in ref. [3].

Alternative approaches for estimating theory errors have been proposed in refs. [66–68].

3 Choosing the scale µ0

In order to identify the most appropriate dynamical scale for use in top-pair production at

the LHC, we perform a number of fully differential calculations based on the following set of

functional forms:

µ0 ∼ mt , (3.1)

µ0 ∼ mT =
√

m2
t + p2T , (3.2)

µ0 ∼ HT =
√

m2
t + p2T,t +

√

m2
t + p2T,t̄ , (3.3)

µ0 ∼ H ′

T =
√

m2
t + p2T,t +

√

m2
t + p2T,t̄ +

∑

i

pT,i , (3.4)

µ0 ∼ ET =

√

√

m2
t + p2T,t

√

m2
t + p2T,t̄ , (3.5)

µ0 ∼ HT,int =
√

(mt/2)2 + p2T,t +
√

(mt/2)2 + p2T,t̄ , (3.6)

µ0 ∼ mtt̄ , (3.7)

– 4 –

PP → tt-+X (8 TeV)
mt=173.3 GeV

NNPDF3.0

Ratio to mT/2 (all in NNLO QCD)

d
σ
/
d
p
T
,
a
v
t
 
[
p
b
/
G
e
V
]

      
      

 0.85

 0.9

 0.95

 1

 1.05

 1.1

 0  200  400  600  800  1000  1200  1400

PP → tt-+X (8 TeV)
mt=173.3 GeV

NNPDF3.0

Ratio to mT/2 (all in NNLO QCD)

d
σ
/
d
p
T
,
a
v
t
 
[
p
b
/
G
e
V
]

mT/2
HT/4

 0.85

 0.9

 0.95

 1

 1.05

 1.1

 0  200  400  600  800  1000  1200  1400

K
N
N
L
O
/
N
L
O

 0.7
 0.8
 0.9
 1

 1.1
 1.2

 0  200  400  600  800  1000  1200  1400

K
N
L
O
/
L
O

pT,avt [GeV]

 0.8
 1

 1.2
 1.4
 1.6
 1.8

0  400  800  1200  

PP → tt-+X (8 TeV)
mt=173.3 GeV

NNPDF3.0

Ratio to mT/2 (all in NNLO QCD)

d
σ
/
d
p
T
,
a
v
t
 
[
p
b
/
G
e
V
]

      
      

 0.85

 0.9

 0.95

 1

 1.05

 1.1

 0  200  400  600  800  1000  1200  1400

PP → tt-+X (8 TeV)
mt=173.3 GeV

NNPDF3.0

Ratio to mT/2 (all in NNLO QCD)

d
σ
/
d
p
T
,
a
v
t
 
[
p
b
/
G
e
V
]

mT/2
HT,int/2

 0.85

 0.9

 0.95

 1

 1.05

 1.1

 0  200  400  600  800  1000  1200  1400

K
N
N
L
O
/
N
L
O

 0.7
 0.8
 0.9
 1

 1.1
 1.2

 0  200  400  600  800  1000  1200  1400

K
N
L
O
/
L
O

pT,avt [GeV]

 0.8
 1

 1.2
 1.4
 1.6
 1.8

0  400  800  1200  

PP → tt-+X (8 TeV)
mt=173.3 GeV

NNPDF3.0

Ratio to mT/2 (all in NNLO QCD)

d
σ
/
d
p
T
,
a
v
t
 
[
p
b
/
G
e
V
]

      
      

 0.85

 0.9

 0.95

 1

 1.05

 1.1

 0  200  400  600  800  1000  1200  1400

PP → tt-+X (8 TeV)
mt=173.3 GeV

NNPDF3.0

Ratio to mT/2 (all in NNLO QCD)

d
σ
/
d
p
T
,
a
v
t
 
[
p
b
/
G
e
V
]

mT/2
mT

 0.85

 0.9

 0.95

 1

 1.05

 1.1

 0  200  400  600  800  1000  1200  1400

K
N
N
L
O
/
N
L
O

 0.7
 0.8
 0.9
 1

 1.1
 1.2

 0  200  400  600  800  1000  1200  1400

K
N
L
O
/
L
O

pT,avt [GeV]

 0.8
 1

 1.2
 1.4
 1.6
 1.8

0  400  800  1200  

PP → tt-+X (8 TeV)
mt=173.3 GeV

NNPDF3.0

Ratio to mT/2 (all in NNLO QCD)

d
σ
/
d
p
T
,
a
v
t
 
[
p
b
/
G
e
V
]

      
      

 0.85

 0.9

 0.95

 1

 1.05

 1.1

 0  200  400  600  800  1000  1200  1400

PP → tt-+X (8 TeV)
mt=173.3 GeV

NNPDF3.0

Ratio to mT/2 (all in NNLO QCD)

d
σ
/
d
p
T
,
a
v
t
 
[
p
b
/
G
e
V
]

mT/2
mtt-/4

 0.85

 0.9

 0.95

 1

 1.05

 1.1

 0  200  400  600  800  1000  1200  1400

K
N
N
L
O
/
N
L
O

 0.7
 0.8
 0.9
 1

 1.1
 1.2

 0  200  400  600  800  1000  1200  1400

K
N
L
O
/
L
O

pT,avt [GeV]

 0.8
 1

 1.2
 1.4
 1.6
 1.8

0  400  800  1200  

Figure 5. Comparison of the average top/antitop pT differential cross-section at NNLO evaluated
with five different dynamic scales. All plots show ratios with respect to the default scale mT /2 (3.9):
HT /4 (top left), HT,int/2 (top right), mT (bottom left) and mtt̄/4 (bottom right). Error bands are
from scale variation only.

pT,t → 0 and pT,t → ∞ thus arriving at the following “best” scale

µ0 =

⎧

⎪

⎨

⎪

⎩

mT

2
for : pT,t, pT,t̄ and pT,t/t̄ ,

HT

4
for : all other distributions .

(3.9)

Eq. (3.9) above is the main result of this work. In the following we present its justification

by the way of analysing differential distributions. We also compare three different pdf sets:

NNPDF3.0 [70], CT14 [73] and MMHT2014 [74].
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Figure 6. Comparison of the mtt̄ differential cross-section at NNLO evaluated with five different
dynamic scales. All plots show ratios with respect to the default scale HT /4 (3.9): HT,int/2 (top left),
HT /2 (top right), mtt̄/4 (bottom left) and mtt̄/2 (bottom right). Error bands are from scale variation
only.

In fig. 5 we compare predictions for pT,t/t̄ computed with five different dynamic scales:

mT /2, mT , HT/4, HT,int/2 and mtt̄/4. We observe that the scale mT /2 consistently leads

to K-factors that are closest to unity, i.e. it fits best the requirement for fastest perturbative

convergence in the full kinematic range. We also notice that the scale mT /2 leads to cross-

section with the smallest scale variation. It is worth noting that the difference between the

central values for the NNLO pT distribution based on the scales mT /2 andHT/4 never exceeds

2% for pT,t/t̄ < 1TeV, i.e. the effect of the scale choice at NNLO is rather limited.
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Czakon, Heymes, Mitov ’16

The scale that minimizes NLO and NNLO corrections can be chosen as optimal 
scale: “Principle of fastest convergence”. 
The best-scale definition can also depend on the observable:
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EW corrections: PDFs choice
PDFs must have the same accuracy of the calculation of the matrix elements; 
not only NNLO QCD but also NLO QED accuracy is necessary. 
The best on the market is NNLO QCD + (N)LO QED: 

NNPDF3.0QED Bertone, Carrazza ’16 
LUXQED Manohar et al. ’16                                    They both include a photon PDF! 
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LUXQED Manohar et al. ’16                                    They both include a photon PDF! 

While the impact of the NNPDF photon PDF is huge in ttbar differential 
distributions (and with large uncertainties), in the case of LUXQED is small. 
Cancellation between Sudakov Logarithms and photon-induced results depends 
on the scale definition. DP, Tsinikos, Zaro ’16
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Figure 8: Feynman diagrams for photon induced tt production at lowest order.

2.3 Photon-induced tt production

In addition to the previously mentioned NLO QED contributions we also have to
inspect the photon-induced production channels. These comprise at lowest order the
gluon–photon fusion amplitudes illustrated in Fig. 8.

In general, photon-induced partonic processes vanish at the hadronic level unless
the NLO QED effects are taken into account. A direct consequence of including these
effects into the evolution of parton distribution functions (PDFs) is the non-zero photon
density in the proton, which leads to photon-induced contributions at the hadronic level
by convoluting the photon-induced partonic cross sections with the PDFs at NLO QED.
Since the photon distribution function is of order α they are formally not of the same
overall order as the other NLO QED contributions. Numerically, however, they turn
out to be sizeable, and we therefore include them in our discussion.

As the PDFs at NLO QED have become available only recently [42], the photon-
induced hadronic processes have not yet been investigated. Here we present the first
study of these effects on the top pair production.

3 Hadronic cross section for pp, pp → ttX

For obtaining the hadronic cross section we have to convolute the various partonic
cross sections with the corresponding parton densities and sum over all contributing
channels, adding up contributions of the non-radiative and radiative processes. As
already mentioned, only the sum of all virtual and real corrections is IR finite. Final
step is the factorization of the remaining mass singularities.

3.1 Mass factorization

The mass-singular logarithmic terms proportional to lnmq are not canceled in the sum
of virtual and real corrections. They originate from collinear photon emission off the
incoming light quarks. In analogy to the factorization of collinear gluon contributions,
they have to be absorbed into the parton densities.

This can be formally achieved by replacing the bare quark distributions qi(x) for
each flavor by the appropriate scale dependent distributions qi(x, Q2) in the following

7
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LUXQED NNPDF3.0QED 

We use a dynamical reference scale for the central values of the renormalization (µr) and factorization
(µf ) scales defined as

µ =
HT

4
=

1

4

�
mT,t +mT,t̄

�
, (2.3)

where mT,t and mT,t̄ are the transverse masses of the top and antitop quarks. For the specific case of
the observable d�/dpT,avt ⌘ (d�/dpT (t) + d�/dpT (t̄))/2 we use as scale µ = 1

2 (mT,t) for d�/dpT (t) and
µ = 1

2mT,t̄ for d�/dpT (t̄). These scale choices have been lengthly studied and motivated in [1]. In all cases
theoretical uncertainties due to missing higher orders are estimated via the 7-point variation of µr and µf

in the interval {µ/2, 2µ} with 1/2  µr/µf  2.
For theoretical consistency, a set of PDF including QED e↵ects in the DGLAP evolution should always

be preferred whenever NLO EW corrections are computed. At the moment, the only two PDF sets that
include them and are also NNLO QCD accurate are NNPDF3.0QED and LUXQED. 1 Both sets have a
photon density, which induces additional contributions to the tt̄ production [2, 3]. As it has been discussed
in ref. [3], the usage of di↵erent PDF sets leads to a very di↵erent impact of photon-induced contributions
on tt̄ distributions. While in the case of NNPDF3.0QED the impact of photon-induced contributions is
relatively large and with very large uncertainties, in the case of LUXQED it is expected to be negligible.
For this reason we decided to show always predictions with both the PDF sets.

Distributions for pT,avt and m(tt̄) are shown in Fig. 1, while the yavt and y(tt̄) distributions are shown
in Fig. 2. The plots on the left are produced using the LUXQED PDF set, while those on the right using
the NNPDF3.0QED PDF set.

[DP: !!!! For the moment LUXQED is NNPDF3.0 with photon equal to zero!!!! We describe everything
as LUXQED is already there]

The format of the plot is the same for each distribution and it is described in the following.
In each plot, the main panel displays the considered di↵erential cross section both at NNLO QCD

accuracy, the black line labelled as “QCD”, and including also the EW corrections, the red line labelled as
“QCD+EW”. Both QCD and QCD+EW predictions are provided in the main panel for the central scale.
The three insets below the main panel display ratios of di↵erent quantities always over the QCD prediction
at the central scale, i.e., normalised to the black line displayed in the main panel. In all the three insets we
plot as a red line the ratio of the central-scale predictions at QCD+EW and QCD accuracy, i.e., the ratio
of the red and black lines in the main panel.

In the first inset we also show as a red band around the red line the scale uncertainty due only to the
EW corrections in the numerator of this ratio. This quantity can be directly compared to the relative scale
uncertainty for the QCD prediction, which is clearly centered around one and shown as a gray band.

In the second inset we combine, scale by scale in the 7-point variation approach, the QCD prediction
and the EW corrections into the QCD+EW result and thus we provide the scale-uncertainty band (red) for
QCD+EW quantity. The gray band corresponds to the scale-uncertainty band of ⌃QCD, already shown in
the first inset.

The third inset is equivalent to the second one, but it concerns the PDF uncertainties. We combine, for
each one of the PDF members, the QCD prediction and the EW corrections into the QCD+EW result and
thus we provide the PDF uncertainty band (red) for QCD+EW quantity. The gray band corresponds to the
PDF uncertainty band for the QCD predictions. Similarly to all the previous insets, when the gray band
is covered by the red one, its borders are displayed as black dashed lines. [DP: brief description of 68% in
NNPDF and method in LUXQED? We may put them in a footnote? ]

As can be noted by Figs. 1 and 2, the e↵ect of EW corrections are in general within the NNLO QCD
scale uncertainty. A notable exception is the case of the pT,avt distribution with LUXQED. In the tail of this

1The PDF sets MRST2004QED and CT14QED also include QED e↵ects in the DGLAP evolution, but they are not
NNLO QCD accurate.

2

13 TeV 

large scale unc. from 
EW corrections 

+ 
photon PDF relevant
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We use a dynamical reference scale for the central values of the renormalization (µr) and factorization
(µf ) scales defined as

µ =
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4
=
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4
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mT,t +mT,t̄

�
, (2.3)

where mT,t and mT,t̄ are the transverse masses of the top and antitop quarks. For the specific case of
the observable d�/dpT,avt ⌘ (d�/dpT (t) + d�/dpT (t̄))/2 we use as scale µ = 1

2 (mT,t) for d�/dpT (t) and
µ = 1

2mT,t̄ for d�/dpT (t̄). These scale choices have been lengthly studied and motivated in [1]. In all cases
theoretical uncertainties due to missing higher orders are estimated via the 7-point variation of µr and µf

in the interval {µ/2, 2µ} with 1/2  µr/µf  2.
For theoretical consistency, a set of PDF including QED e↵ects in the DGLAP evolution should always

be preferred whenever NLO EW corrections are computed. At the moment, the only two PDF sets that
include them and are also NNLO QCD accurate are NNPDF3.0QED and LUXQED. 1 Both sets have a
photon density, which induces additional contributions to the tt̄ production [2, 3]. As it has been discussed
in ref. [3], the usage of di↵erent PDF sets leads to a very di↵erent impact of photon-induced contributions
on tt̄ distributions. While in the case of NNPDF3.0QED the impact of photon-induced contributions is
relatively large and with very large uncertainties, in the case of LUXQED it is expected to be negligible.
For this reason we decided to show always predictions with both the PDF sets.

Distributions for pT,avt and m(tt̄) are shown in Fig. 1, while the yavt and y(tt̄) distributions are shown
in Fig. 2. The plots on the left are produced using the LUXQED PDF set, while those on the right using
the NNPDF3.0QED PDF set.

[DP: !!!! For the moment LUXQED is NNPDF3.0 with photon equal to zero!!!! We describe everything
as LUXQED is already there]

The format of the plot is the same for each distribution and it is described in the following.
In each plot, the main panel displays the considered di↵erential cross section both at NNLO QCD

accuracy, the black line labelled as “QCD”, and including also the EW corrections, the red line labelled as
“QCD+EW”. Both QCD and QCD+EW predictions are provided in the main panel for the central scale.
The three insets below the main panel display ratios of di↵erent quantities always over the QCD prediction
at the central scale, i.e., normalised to the black line displayed in the main panel. In all the three insets we
plot as a red line the ratio of the central-scale predictions at QCD+EW and QCD accuracy, i.e., the ratio
of the red and black lines in the main panel.

In the first inset we also show as a red band around the red line the scale uncertainty due only to the
EW corrections in the numerator of this ratio. This quantity can be directly compared to the relative scale
uncertainty for the QCD prediction, which is clearly centered around one and shown as a gray band.

In the second inset we combine, scale by scale in the 7-point variation approach, the QCD prediction
and the EW corrections into the QCD+EW result and thus we provide the scale-uncertainty band (red) for
QCD+EW quantity. The gray band corresponds to the scale-uncertainty band of ⌃QCD, already shown in
the first inset.

The third inset is equivalent to the second one, but it concerns the PDF uncertainties. We combine, for
each one of the PDF members, the QCD prediction and the EW corrections into the QCD+EW result and
thus we provide the PDF uncertainty band (red) for QCD+EW quantity. The gray band corresponds to the
PDF uncertainty band for the QCD predictions. Similarly to all the previous insets, when the gray band
is covered by the red one, its borders are displayed as black dashed lines. [DP: brief description of 68% in
NNPDF and method in LUXQED? We may put them in a footnote? ]

As can be noted by Figs. 1 and 2, the e↵ect of EW corrections are in general within the NNLO QCD
scale uncertainty. A notable exception is the case of the pT,avt distribution with LUXQED. In the tail of this

1The PDF sets MRST2004QED and CT14QED also include QED e↵ects in the DGLAP evolution, but they are not
NNLO QCD accurate.
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Can we do better?

Can we estimate NNLO mixed QCD-EW effects?
Can we reduce the scale-dependence from NLO 
EW effects?
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Can we do better?

Can we estimate NNLO mixed QCD-EW effects?
Can we reduce the scale-dependence from NLO 
EW effects?

Combination of EW and QCD corrections 
in the multiplicative approach

When QCD and EW effects factorize (e.g. soft QCD and Sudakov 
Logarithms) multiplying NLO QCD with NLO EW is a good 
approximation for NNLO mixed QCD-EW effects. 
In general, it can be used as an estimate of uncertainties due to 
mixed QCD-EW higher order effects.
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LO EW 

NLO QCD NLO EW 

Multiplicative combination

αs
3 αs

2α α2αs α3

αs
2 αsα α2

LO 

NLO 

NNLO 

NNLO QCD 

⌘ ⌃LO,1 + ⌃LO,2 + ⌃LO,3 ,

⌃tt̄
NLO(↵s,↵) = ↵3

s⌃3,0 + ↵2
s↵⌃3,1 + ↵s↵

2⌃3,2 + ↵3⌃3,3

⌘ ⌃NLO,1 + ⌃NLO,2 + ⌃NLO,3 + ⌃NLO,4 ,

⌃tt̄
NNLO(↵s,↵) = ↵4

s⌃4,0 + ↵3
s↵⌃4,1 + ↵2

s↵
2⌃4,2 + ↵s↵

3⌃4,3 + ↵4⌃4,4

⌘ ⌃NNLO,1 + ⌃NNLO,2 + ⌃NNLO,3 + ⌃NNLO,4 + ⌃NNLO,5 . (3.2)
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In the following, consistently to what has been done in the previous section, with the term “EW correc-
tions” we will refer to the quantity ⌃EW. We will use the term “NLO EW corrections” for only the ⌃NLO EW

term. The linear combination of NNLO QCD results and electroweak corrections can thus be defined as

⌃QCD+EW ⌘ ⌃QCD + ⌃EW , (3.7)

consistently with the notation in the plots of the previous section.
At variance with refs. [4, 5], in this work we in general do not consider the e↵ect due to the Heavy-

Boson-Radiation (HBR), as also done in ref. [3]. However we explicitly investigate their e↵ect in Sec. 5.
At LO and NLO accuracy, all the contributions, with the exception of ⌃LO QCD and the ⌃NLO QCD,

depend on the photon PDF. The dominant photon-induced initial state is the g� ! tt̄ process, which
contributes to ⌃LO EW and, via QCD corrections to this order, to ⌃NLO EW. In addition, ⌃NLO EW, but
also ⌃NLO,3 and ⌃NLO,4, receive contributions from the q� ! tt̄q and q̄� ! tt̄q̄ processes. Moreover, in the
case of ⌃LO,3 and ⌃NLO,4, also the �� initial state gives a contribution. As already discussed in ref. [3],
almost all the photon-induced contribution arises form ⌃LO EW. Here, at variance with ref. [3], we do include
the term ⌃subleading in our calculation. [DP: This does not look as the most appealing name. Any suggestion
for changing it? ] However, as it is suggested by its name, its size is in general subleading, so the previous
argument still holds true. We show and discuss later in this section the size of ⌃subleading.

Besides the additive combination ⌃QCD+EW defined Eq. 3.7 and discussed in the previous section, ⌃QCD
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as an estimate of the leading missing mixed QCD-EW higher orders. The advantage of the inclusion of
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states.

6

⌘ ⌃LO,1 + ⌃LO,2 + ⌃LO,3 ,

⌃tt̄
NLO(↵s,↵) = ↵3

s⌃3,0 + ↵2
s↵⌃3,1 + ↵s↵

2⌃3,2 + ↵3⌃3,3

⌘ ⌃NLO,1 + ⌃NLO,2 + ⌃NLO,3 + ⌃NLO,4 ,

⌃tt̄
NNLO(↵s,↵) = ↵4

s⌃4,0 + ↵3
s↵⌃4,1 + ↵2

s↵
2⌃4,2 + ↵s↵

3⌃4,3 + ↵4⌃4,4

⌘ ⌃NNLO,1 + ⌃NNLO,2 + ⌃NNLO,3 + ⌃NNLO,4 + ⌃NNLO,5 . (3.2)

In order to help the reader and be as close as possible to the common notation, we further define the
purely QCD quantities as

⌃LO QCD ⌘ ⌃LO,1 , ⌃NLO QCD ⌘ ⌃NLO,1 , (3.3)

⌃NNLO QCD ⌘ ⌃NNLO,1 , ⌃QCD ⌘ ⌃LO QCD + ⌃NLO QCD + ⌃NNLO QCD (3.4)

and those involving also EW corrections as

⌃LO EW ⌘ ⌃LO,2 , ⌃subleading ⌘ ⌃LO,3 + ⌃NLO,3 + ⌃NLO,4 , (3.5)

⌃NLO EW ⌘ ⌃NLO,2 , ⌃EW ⌘ ⌃LO EW + ⌃NLO EW + ⌃subleading . (3.6)

In the following, consistently to what has been done in the previous section, with the term “EW correc-
tions” we will refer to the quantity ⌃EW. We will use the term “NLO EW corrections” for only the ⌃NLO EW

term. The linear combination of NNLO QCD results and electroweak corrections can thus be defined as

⌃QCD+EW ⌘ ⌃QCD + ⌃EW , (3.7)

consistently with the notation in the plots of the previous section.
At variance with refs. [4, 5], in this work we in general do not consider the e↵ect due to the Heavy-

Boson-Radiation (HBR), as also done in ref. [3]. However we explicitly investigate their e↵ect in Sec. 5.
At LO and NLO accuracy, all the contributions, with the exception of ⌃LO QCD and the ⌃NLO QCD,

depend on the photon PDF. The dominant photon-induced initial state is the g� ! tt̄ process, which
contributes to ⌃LO EW and, via QCD corrections to this order, to ⌃NLO EW. In addition, ⌃NLO EW, but
also ⌃NLO,3 and ⌃NLO,4, receive contributions from the q� ! tt̄q and q̄� ! tt̄q̄ processes. Moreover, in the
case of ⌃LO,3 and ⌃NLO,4, also the �� initial state gives a contribution. As already discussed in ref. [3],
almost all the photon-induced contribution arises form ⌃LO EW. Here, at variance with ref. [3], we do include
the term ⌃subleading in our calculation. [DP: This does not look as the most appealing name. Any suggestion
for changing it? ] However, as it is suggested by its name, its size is in general subleading, so the previous
argument still holds true. We show and discuss later in this section the size of ⌃subleading.

Besides the additive combination ⌃QCD+EW defined Eq. 3.7 and discussed in the previous section, ⌃QCD

and ⌃EW can also be combined in a di↵erent way, i.e., in the so called “multiplicative approach”. The
purpose of the multiplicative approach is to estimate the size of ⌃NNLO,2, which we rename for convenience
⌃NNLO QCD-EW. In the regime where NLO QCD corrections are dominated by soft interactions and NLO
EW by Sudakov logarithms, ⌃NNLO QCD-EW ⇠ ⌃NLO QCD ⇥ ⌃NLO EW is a very good approximation, since
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and ⌃EW can also be combined in a di↵erent way, i.e., in the so called “multiplicative approach”. The
purpose of the multiplicative approach is to estimate the size of ⌃NNLO,2, which we rename for convenience
⌃NNLO QCD-EW. In the regime where NLO QCD corrections are dominated by soft interactions and NLO
EW by Sudakov logarithms, ⌃NNLO QCD-EW ⇠ ⌃NLO QCD ⇥ ⌃NLO EW is a very good approximation, since
the two e↵ects factorise and are dominant. Otherwise, in other regimes, ⌃NNLO QCD-EW can be used
as an estimate of the leading missing mixed QCD-EW higher orders. The advantage of the inclusion of
⌃NNLO QCD-EW terms is also the stabilisation of the scale dependence of the ⌃NLO EW term, which in tt̄
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purpose of the multiplicative approach is to estimate the size of ⌃NNLO,2, which we rename for convenience
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as an estimate of the leading missing mixed QCD-EW higher orders. The advantage of the inclusion of
⌃NNLO QCD-EW terms is also the stabilisation of the scale dependence of the ⌃NLO EW term, which in tt̄
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Boson-Radiation (HBR), as also done in ref. [3]. However we explicitly investigate their e↵ect in Sec. 5.
At LO and NLO accuracy, all the contributions, with the exception of ⌃LO QCD and the ⌃NLO QCD,

depend on the photon PDF. The dominant photon-induced initial state is the g� ! tt̄ process, which
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case of ⌃LO,3 and ⌃NLO,4, also the �� initial state gives a contribution. As already discussed in ref. [3],
almost all the photon-induced contribution arises form ⌃LO EW. Here, at variance with ref. [3], we do include
the term ⌃subleading in our calculation. [DP: This does not look as the most appealing name. Any suggestion
for changing it? ] However, as it is suggested by its name, its size is in general subleading, so the previous
argument still holds true. We show and discuss later in this section the size of ⌃subleading.

Besides the additive combination ⌃QCD+EW defined Eq. 3.7 and discussed in the previous section, ⌃QCD

and ⌃EW can also be combined in a di↵erent way, i.e., in the so called “multiplicative approach”. The
purpose of the multiplicative approach is to estimate the size of ⌃NNLO,2, which we rename for convenience
⌃NNLO QCD-EW. In the regime where NLO QCD corrections are dominated by soft interactions and NLO
EW by Sudakov logarithms, ⌃NNLO QCD-EW ⇠ ⌃NLO QCD ⇥ ⌃NLO EW is a very good approximation, since
the two e↵ects factorise and are dominant. Otherwise, in other regimes, ⌃NNLO QCD-EW can be used
as an estimate of the leading missing mixed QCD-EW higher orders. The advantage of the inclusion of
⌃NNLO QCD-EW terms is also the stabilisation of the scale dependence of the ⌃NLO EW term, which in tt̄
production is almost2 the same of ⌃LO QCD. To this purpose we define the quantity
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case of ⌃LO,3 and ⌃NLO,4, also the �� initial state gives a contribution. As already discussed in ref. [3],
almost all the photon-induced contribution arises form ⌃LO EW. Here, at variance with ref. [3], we do include
the term ⌃subleading in our calculation. [DP: This does not look as the most appealing name. Any suggestion
for changing it? ] However, as it is suggested by its name, its size is in general subleading, so the previous
argument still holds true. We show and discuss later in this section the size of ⌃subleading.
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as an estimate of the leading missing mixed QCD-EW higher orders. The advantage of the inclusion of
⌃NNLO QCD-EW terms is also the stabilisation of the scale dependence of the ⌃NLO EW term, which in tt̄
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purely QCD quantities as

⌃LO QCD ⌘ ⌃LO,1 , ⌃NLO QCD ⌘ ⌃NLO,1 , (3.3)

⌃NNLO QCD ⌘ ⌃NNLO,1 , ⌃QCD ⌘ ⌃LO QCD + ⌃NLO QCD + ⌃NNLO QCD (3.4)

and those involving also EW corrections as

⌃LO EW ⌘ ⌃LO,2 , ⌃subleading ⌘ ⌃LO,3 + ⌃NLO,3 + ⌃NLO,4 , (3.5)

⌃NLO EW ⌘ ⌃NLO,2 , ⌃EW ⌘ ⌃LO EW + ⌃NLO EW + ⌃subleading . (3.6)

In the following, consistently to what has been done in the previous section, with the term “EW correc-
tions” we will refer to the quantity ⌃EW. We will use the term “NLO EW corrections” for only the ⌃NLO EW

term. The linear combination of NNLO QCD results and electroweak corrections can thus be defined as

⌃QCD+EW ⌘ ⌃QCD + ⌃EW , (3.7)

consistently with the notation in the plots of the previous section.
At variance with refs. [4, 5], in this work we in general do not consider the e↵ect due to the Heavy-

Boson-Radiation (HBR), as also done in ref. [3]. However we explicitly investigate their e↵ect in Sec. 5.
At LO and NLO accuracy, all the contributions, with the exception of ⌃LO QCD and the ⌃NLO QCD,

depend on the photon PDF. The dominant photon-induced initial state is the g� ! tt̄ process, which
contributes to ⌃LO EW and, via QCD corrections to this order, to ⌃NLO EW. In addition, ⌃NLO EW, but
also ⌃NLO,3 and ⌃NLO,4, receive contributions from the q� ! tt̄q and q̄� ! tt̄q̄ processes. Moreover, in the
case of ⌃LO,3 and ⌃NLO,4, also the �� initial state gives a contribution. As already discussed in ref. [3],
almost all the photon-induced contribution arises form ⌃LO EW. Here, at variance with ref. [3], we do include
the term ⌃subleading in our calculation. [DP: This does not look as the most appealing name. Any suggestion
for changing it? ] However, as it is suggested by its name, its size is in general subleading, so the previous
argument still holds true. We show and discuss later in this section the size of ⌃subleading.

Besides the additive combination ⌃QCD+EW defined Eq. 3.7 and discussed in the previous section, ⌃QCD

and ⌃EW can also be combined in a di↵erent way, i.e., in the so called “multiplicative approach”. The
purpose of the multiplicative approach is to estimate the size of ⌃NNLO,2, which we rename for convenience
⌃NNLO QCD-EW. In the regime where NLO QCD corrections are dominated by soft interactions and NLO
EW by Sudakov logarithms, ⌃NNLO QCD-EW ⇠ ⌃NLO QCD ⇥ ⌃NLO EW is a very good approximation, since
the two e↵ects factorise and are dominant. Otherwise, in other regimes, ⌃NNLO QCD-EW can be used
as an estimate of the leading missing mixed QCD-EW higher orders. The advantage of the inclusion of
⌃NNLO QCD-EW terms is also the stabilisation of the scale dependence of the ⌃NLO EW term, which in tt̄
production is almost2 the same of ⌃LO QCD. To this purpose we define the quantity

⌃QCD⇥EW ⌘ KNLO
EW (⌃LO QCD + ⌃NLO QCD) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.8)

= KNLO
QCD (⌃LO QCD + ⌃NLO EW) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.9)

= ⌃QCD +KNLO
QCD ⌃NLO EW + ⌃LO EW + ⌃subleading (3.10)

2We say “almost” because this order receives also QCD corrections to the ⌃LO EW contributions from the g� and bb̄ initial
states.
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In order to help the reader and be as close as possible to the common notation, we further define the
purely QCD quantities as

⌃LO QCD ⌘ ⌃LO,1 , ⌃NLO QCD ⌘ ⌃NLO,1 , (3.3)

⌃NNLO QCD ⌘ ⌃NNLO,1 , ⌃QCD ⌘ ⌃LO QCD + ⌃NLO QCD + ⌃NNLO QCD (3.4)

and those involving also EW corrections as

⌃LO EW ⌘ ⌃LO,2 , ⌃subleading ⌘ ⌃LO,3 + ⌃NLO,3 + ⌃NLO,4 , (3.5)

⌃NLO EW ⌘ ⌃NLO,2 , ⌃EW ⌘ ⌃LO EW + ⌃NLO EW + ⌃subleading . (3.6)

In the following, consistently to what has been done in the previous section, with the term “EW correc-
tions” we will refer to the quantity ⌃EW. We will use the term “NLO EW corrections” for only the ⌃NLO EW

term. The linear combination of NNLO QCD results and electroweak corrections can thus be defined as

⌃QCD+EW ⌘ ⌃QCD + ⌃EW , (3.7)

consistently with the notation in the plots of the previous section.
At variance with refs. [4, 5], in this work we in general do not consider the e↵ect due to the Heavy-

Boson-Radiation (HBR), as also done in ref. [3]. However we explicitly investigate their e↵ect in Sec. 5.
At LO and NLO accuracy, all the contributions, with the exception of ⌃LO QCD and the ⌃NLO QCD,

depend on the photon PDF. The dominant photon-induced initial state is the g� ! tt̄ process, which
contributes to ⌃LO EW and, via QCD corrections to this order, to ⌃NLO EW. In addition, ⌃NLO EW, but
also ⌃NLO,3 and ⌃NLO,4, receive contributions from the q� ! tt̄q and q̄� ! tt̄q̄ processes. Moreover, in the
case of ⌃LO,3 and ⌃NLO,4, also the �� initial state gives a contribution. As already discussed in ref. [3],
almost all the photon-induced contribution arises form ⌃LO EW. Here, at variance with ref. [3], we do include
the term ⌃subleading in our calculation. [DP: This does not look as the most appealing name. Any suggestion
for changing it? ] However, as it is suggested by its name, its size is in general subleading, so the previous
argument still holds true. We show and discuss later in this section the size of ⌃subleading.

Besides the additive combination ⌃QCD+EW defined Eq. 3.7 and discussed in the previous section, ⌃QCD

and ⌃EW can also be combined in a di↵erent way, i.e., in the so called “multiplicative approach”. The
purpose of the multiplicative approach is to estimate the size of ⌃NNLO,2, which we rename for convenience
⌃NNLO QCD-EW. In the regime where NLO QCD corrections are dominated by soft interactions and NLO
EW by Sudakov logarithms, ⌃NNLO QCD-EW ⇠ ⌃NLO QCD ⇥ ⌃NLO EW is a very good approximation, since
the two e↵ects factorise and are dominant. Otherwise, in other regimes, ⌃NNLO QCD-EW can be used
as an estimate of the leading missing mixed QCD-EW higher orders. The advantage of the inclusion of
⌃NNLO QCD-EW terms is also the stabilisation of the scale dependence of the ⌃NLO EW term, which in tt̄
production is almost2 the same of ⌃LO QCD. To this purpose we define the quantity

⌃QCD⇥EW ⌘ KNLO
EW (⌃LO QCD + ⌃NLO QCD) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.8)

= KNLO
QCD (⌃LO QCD + ⌃NLO EW) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.9)

= ⌃QCD +KNLO
QCD ⌃NLO EW + ⌃LO EW + ⌃subleading (3.10)

2We say “almost” because this order receives also QCD corrections to the ⌃LO EW contributions from the g� and bb̄ initial
states.
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In order to help the reader and be as close as possible to the common notation, we further define the
purely QCD quantities as

⌃LO QCD ⌘ ⌃LO,1 , ⌃NLO QCD ⌘ ⌃NLO,1 , (3.3)

⌃NNLO QCD ⌘ ⌃NNLO,1 , ⌃QCD ⌘ ⌃LO QCD + ⌃NLO QCD + ⌃NNLO QCD (3.4)

and those involving also EW corrections as

⌃LO EW ⌘ ⌃LO,2 , ⌃subleading ⌘ ⌃LO,3 + ⌃NLO,3 + ⌃NLO,4 , (3.5)

⌃NLO EW ⌘ ⌃NLO,2 , ⌃EW ⌘ ⌃LO EW + ⌃NLO EW + ⌃subleading . (3.6)

In the following, consistently to what has been done in the previous section, with the term “EW correc-
tions” we will refer to the quantity ⌃EW. We will use the term “NLO EW corrections” for only the ⌃NLO EW

term. The linear combination of NNLO QCD results and electroweak corrections can thus be defined as

⌃QCD+EW ⌘ ⌃QCD + ⌃EW , (3.7)

consistently with the notation in the plots of the previous section.
At variance with refs. [4, 5], in this work we in general do not consider the e↵ect due to the Heavy-

Boson-Radiation (HBR), as also done in ref. [3]. However we explicitly investigate their e↵ect in Sec. 5.
At LO and NLO accuracy, all the contributions, with the exception of ⌃LO QCD and the ⌃NLO QCD,

depend on the photon PDF. The dominant photon-induced initial state is the g� ! tt̄ process, which
contributes to ⌃LO EW and, via QCD corrections to this order, to ⌃NLO EW. In addition, ⌃NLO EW, but
also ⌃NLO,3 and ⌃NLO,4, receive contributions from the q� ! tt̄q and q̄� ! tt̄q̄ processes. Moreover, in the
case of ⌃LO,3 and ⌃NLO,4, also the �� initial state gives a contribution. As already discussed in ref. [3],
almost all the photon-induced contribution arises form ⌃LO EW. Here, at variance with ref. [3], we do include
the term ⌃subleading in our calculation. [DP: This does not look as the most appealing name. Any suggestion
for changing it? ] However, as it is suggested by its name, its size is in general subleading, so the previous
argument still holds true. We show and discuss later in this section the size of ⌃subleading.

Besides the additive combination ⌃QCD+EW defined Eq. 3.7 and discussed in the previous section, ⌃QCD

and ⌃EW can also be combined in a di↵erent way, i.e., in the so called “multiplicative approach”. The
purpose of the multiplicative approach is to estimate the size of ⌃NNLO,2, which we rename for convenience
⌃NNLO QCD-EW. In the regime where NLO QCD corrections are dominated by soft interactions and NLO
EW by Sudakov logarithms, ⌃NNLO QCD-EW ⇠ ⌃NLO QCD ⇥ ⌃NLO EW is a very good approximation, since
the two e↵ects factorise and are dominant. Otherwise, in other regimes, ⌃NNLO QCD-EW can be used
as an estimate of the leading missing mixed QCD-EW higher orders. The advantage of the inclusion of
⌃NNLO QCD-EW terms is also the stabilisation of the scale dependence of the ⌃NLO EW term, which in tt̄
production is almost2 the same of ⌃LO QCD. To this purpose we define the quantity

⌃QCD⇥EW ⌘ KNLO
EW (⌃LO QCD + ⌃NLO QCD) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.8)

= KNLO
QCD (⌃LO QCD + ⌃NLO EW) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.9)

= ⌃QCD +KNLO
QCD ⌃NLO EW + ⌃LO EW + ⌃subleading (3.10)

2We say “almost” because this order receives also QCD corrections to the ⌃LO EW contributions from the g� and bb̄ initial
states.
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In order to help the reader and be as close as possible to the common notation, we further define the
purely QCD quantities as

⌃LO QCD ⌘ ⌃LO,1 , ⌃NLO QCD ⌘ ⌃NLO,1 , (3.3)

⌃NNLO QCD ⌘ ⌃NNLO,1 , ⌃QCD ⌘ ⌃LO QCD + ⌃NLO QCD + ⌃NNLO QCD (3.4)

and those involving also EW corrections as

⌃LO EW ⌘ ⌃LO,2 , ⌃subleading ⌘ ⌃LO,3 + ⌃NLO,3 + ⌃NLO,4 , (3.5)

⌃NLO EW ⌘ ⌃NLO,2 , ⌃EW ⌘ ⌃LO EW + ⌃NLO EW + ⌃subleading . (3.6)

In the following, consistently to what has been done in the previous section, with the term “EW correc-
tions” we will refer to the quantity ⌃EW. We will use the term “NLO EW corrections” for only the ⌃NLO EW

term. The linear combination of NNLO QCD results and electroweak corrections can thus be defined as

⌃QCD+EW ⌘ ⌃QCD + ⌃EW , (3.7)

consistently with the notation in the plots of the previous section.
At variance with refs. [4, 5], in this work we in general do not consider the e↵ect due to the Heavy-

Boson-Radiation (HBR), as also done in ref. [3]. However we explicitly investigate their e↵ect in Sec. 5.
At LO and NLO accuracy, all the contributions, with the exception of ⌃LO QCD and the ⌃NLO QCD,

depend on the photon PDF. The dominant photon-induced initial state is the g� ! tt̄ process, which
contributes to ⌃LO EW and, via QCD corrections to this order, to ⌃NLO EW. In addition, ⌃NLO EW, but
also ⌃NLO,3 and ⌃NLO,4, receive contributions from the q� ! tt̄q and q̄� ! tt̄q̄ processes. Moreover, in the
case of ⌃LO,3 and ⌃NLO,4, also the �� initial state gives a contribution. As already discussed in ref. [3],
almost all the photon-induced contribution arises form ⌃LO EW. Here, at variance with ref. [3], we do include
the term ⌃subleading in our calculation. [DP: This does not look as the most appealing name. Any suggestion
for changing it? ] However, as it is suggested by its name, its size is in general subleading, so the previous
argument still holds true. We show and discuss later in this section the size of ⌃subleading.

Besides the additive combination ⌃QCD+EW defined Eq. 3.7 and discussed in the previous section, ⌃QCD

and ⌃EW can also be combined in a di↵erent way, i.e., in the so called “multiplicative approach”. The
purpose of the multiplicative approach is to estimate the size of ⌃NNLO,2, which we rename for convenience
⌃NNLO QCD-EW. In the regime where NLO QCD corrections are dominated by soft interactions and NLO
EW by Sudakov logarithms, ⌃NNLO QCD-EW ⇠ ⌃NLO QCD ⇥ ⌃NLO EW is a very good approximation, since
the two e↵ects factorise and are dominant. Otherwise, in other regimes, ⌃NNLO QCD-EW can be used
as an estimate of the leading missing mixed QCD-EW higher orders. The advantage of the inclusion of
⌃NNLO QCD-EW terms is also the stabilisation of the scale dependence of the ⌃NLO EW term, which in tt̄
production is almost2 the same of ⌃LO QCD. To this purpose we define the quantity

⌃QCD⇥EW ⌘ KNLO
EW (⌃LO QCD + ⌃NLO QCD) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.8)

= KNLO
QCD (⌃LO QCD + ⌃NLO EW) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.9)

= ⌃QCD +KNLO
QCD ⌃NLO EW + ⌃LO EW + ⌃subleading (3.10)

2We say “almost” because this order receives also QCD corrections to the ⌃LO EW contributions from the g� and bb̄ initial
states.
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In order to help the reader and be as close as possible to the common notation, we further define the
purely QCD quantities as

⌃LO QCD ⌘ ⌃LO,1 , ⌃NLO QCD ⌘ ⌃NLO,1 , (3.3)

⌃NNLO QCD ⌘ ⌃NNLO,1 , ⌃QCD ⌘ ⌃LO QCD + ⌃NLO QCD + ⌃NNLO QCD (3.4)

and those involving also EW corrections as

⌃LO EW ⌘ ⌃LO,2 , ⌃subleading ⌘ ⌃LO,3 + ⌃NLO,3 + ⌃NLO,4 , (3.5)

⌃NLO EW ⌘ ⌃NLO,2 , ⌃EW ⌘ ⌃LO EW + ⌃NLO EW + ⌃subleading . (3.6)

In the following, consistently to what has been done in the previous section, with the term “EW correc-
tions” we will refer to the quantity ⌃EW. We will use the term “NLO EW corrections” for only the ⌃NLO EW

term. The linear combination of NNLO QCD results and electroweak corrections can thus be defined as

⌃QCD+EW ⌘ ⌃QCD + ⌃EW , (3.7)

consistently with the notation in the plots of the previous section.
At variance with refs. [4, 5], in this work we in general do not consider the e↵ect due to the Heavy-

Boson-Radiation (HBR), as also done in ref. [3]. However we explicitly investigate their e↵ect in Sec. 5.
At LO and NLO accuracy, all the contributions, with the exception of ⌃LO QCD and the ⌃NLO QCD,

depend on the photon PDF. The dominant photon-induced initial state is the g� ! tt̄ process, which
contributes to ⌃LO EW and, via QCD corrections to this order, to ⌃NLO EW. In addition, ⌃NLO EW, but
also ⌃NLO,3 and ⌃NLO,4, receive contributions from the q� ! tt̄q and q̄� ! tt̄q̄ processes. Moreover, in the
case of ⌃LO,3 and ⌃NLO,4, also the �� initial state gives a contribution. As already discussed in ref. [3],
almost all the photon-induced contribution arises form ⌃LO EW. Here, at variance with ref. [3], we do include
the term ⌃subleading in our calculation. [DP: This does not look as the most appealing name. Any suggestion
for changing it? ] However, as it is suggested by its name, its size is in general subleading, so the previous
argument still holds true. We show and discuss later in this section the size of ⌃subleading.

Besides the additive combination ⌃QCD+EW defined Eq. 3.7 and discussed in the previous section, ⌃QCD

and ⌃EW can also be combined in a di↵erent way, i.e., in the so called “multiplicative approach”. The
purpose of the multiplicative approach is to estimate the size of ⌃NNLO,2, which we rename for convenience
⌃NNLO QCD-EW. In the regime where NLO QCD corrections are dominated by soft interactions and NLO
EW by Sudakov logarithms, ⌃NNLO QCD-EW ⇠ ⌃NLO QCD ⇥ ⌃NLO EW is a very good approximation, since
the two e↵ects factorise and are dominant. Otherwise, in other regimes, ⌃NNLO QCD-EW can be used
as an estimate of the leading missing mixed QCD-EW higher orders. The advantage of the inclusion of
⌃NNLO QCD-EW terms is also the stabilisation of the scale dependence of the ⌃NLO EW term, which in tt̄
production is almost2 the same of ⌃LO QCD. To this purpose we define the quantity

⌃QCD⇥EW ⌘ KNLO
EW (⌃LO QCD + ⌃NLO QCD) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.8)

= KNLO
QCD (⌃LO QCD + ⌃NLO EW) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.9)

= ⌃QCD +KNLO
QCD ⌃NLO EW + ⌃LO EW + ⌃subleading (3.10)

2We say “almost” because this order receives also QCD corrections to the ⌃LO EW contributions from the g� and bb̄ initial
states.
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In order to help the reader and be as close as possible to the common notation, we further define the
purely QCD quantities as

⌃LO QCD ⌘ ⌃LO,1 , ⌃NLO QCD ⌘ ⌃NLO,1 , (3.3)

⌃NNLO QCD ⌘ ⌃NNLO,1 , ⌃QCD ⌘ ⌃LO QCD + ⌃NLO QCD + ⌃NNLO QCD (3.4)

and those involving also EW corrections as

⌃LO EW ⌘ ⌃LO,2 , ⌃subleading ⌘ ⌃LO,3 + ⌃NLO,3 + ⌃NLO,4 , (3.5)

⌃NLO EW ⌘ ⌃NLO,2 , ⌃EW ⌘ ⌃LO EW + ⌃NLO EW + ⌃subleading . (3.6)

In the following, consistently to what has been done in the previous section, with the term “EW correc-
tions” we will refer to the quantity ⌃EW. We will use the term “NLO EW corrections” for only the ⌃NLO EW

term. The linear combination of NNLO QCD results and electroweak corrections can thus be defined as

⌃QCD+EW ⌘ ⌃QCD + ⌃EW , (3.7)

consistently with the notation in the plots of the previous section.
At variance with refs. [4, 5], in this work we in general do not consider the e↵ect due to the Heavy-

Boson-Radiation (HBR), as also done in ref. [3]. However we explicitly investigate their e↵ect in Sec. 5.
At LO and NLO accuracy, all the contributions, with the exception of ⌃LO QCD and the ⌃NLO QCD,

depend on the photon PDF. The dominant photon-induced initial state is the g� ! tt̄ process, which
contributes to ⌃LO EW and, via QCD corrections to this order, to ⌃NLO EW. In addition, ⌃NLO EW, but
also ⌃NLO,3 and ⌃NLO,4, receive contributions from the q� ! tt̄q and q̄� ! tt̄q̄ processes. Moreover, in the
case of ⌃LO,3 and ⌃NLO,4, also the �� initial state gives a contribution. As already discussed in ref. [3],
almost all the photon-induced contribution arises form ⌃LO EW. Here, at variance with ref. [3], we do include
the term ⌃subleading in our calculation. [DP: This does not look as the most appealing name. Any suggestion
for changing it? ] However, as it is suggested by its name, its size is in general subleading, so the previous
argument still holds true. We show and discuss later in this section the size of ⌃subleading.

Besides the additive combination ⌃QCD+EW defined Eq. 3.7 and discussed in the previous section, ⌃QCD

and ⌃EW can also be combined in a di↵erent way, i.e., in the so called “multiplicative approach”. The
purpose of the multiplicative approach is to estimate the size of ⌃NNLO,2, which we rename for convenience
⌃NNLO QCD-EW. In the regime where NLO QCD corrections are dominated by soft interactions and NLO
EW by Sudakov logarithms, ⌃NNLO QCD-EW ⇠ ⌃NLO QCD ⇥ ⌃NLO EW is a very good approximation, since
the two e↵ects factorise and are dominant. Otherwise, in other regimes, ⌃NNLO QCD-EW can be used
as an estimate of the leading missing mixed QCD-EW higher orders. The advantage of the inclusion of
⌃NNLO QCD-EW terms is also the stabilisation of the scale dependence of the ⌃NLO EW term, which in tt̄
production is almost2 the same of ⌃LO QCD. To this purpose we define the quantity

⌃QCD⇥EW ⌘ KNLO
EW (⌃LO QCD + ⌃NLO QCD) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.8)

= KNLO
QCD (⌃LO QCD + ⌃NLO EW) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.9)

= ⌃QCD +KNLO
QCD ⌃NLO EW + ⌃LO EW + ⌃subleading (3.10)

2We say “almost” because this order receives also QCD corrections to the ⌃LO EW contributions from the g� and bb̄ initial
states.
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⌘ ⌃NNLO,1 + ⌃NNLO,2 + ⌃NNLO,3 + ⌃NNLO,4 + ⌃NNLO,5 . (3.2)

In order to help the reader and be as close as possible to the common notation, we further define the
purely QCD quantities as

⌃LO QCD ⌘ ⌃LO,1 , ⌃NLO QCD ⌘ ⌃NLO,1 , (3.3)

⌃NNLO QCD ⌘ ⌃NNLO,1 , ⌃QCD ⌘ ⌃LO QCD + ⌃NLO QCD + ⌃NNLO QCD (3.4)

and those involving also EW corrections as

⌃LO EW ⌘ ⌃LO,2 , ⌃subleading ⌘ ⌃LO,3 + ⌃NLO,3 + ⌃NLO,4 , (3.5)

⌃NLO EW ⌘ ⌃NLO,2 , ⌃EW ⌘ ⌃LO EW + ⌃NLO EW + ⌃subleading . (3.6)

In the following, consistently to what has been done in the previous section, with the term “EW correc-
tions” we will refer to the quantity ⌃EW. We will use the term “NLO EW corrections” for only the ⌃NLO EW

term. The linear combination of NNLO QCD results and electroweak corrections can thus be defined as

⌃QCD+EW ⌘ ⌃QCD + ⌃EW , (3.7)

consistently with the notation in the plots of the previous section.
At variance with refs. [4, 5], in this work we in general do not consider the e↵ect due to the Heavy-

Boson-Radiation (HBR), as also done in ref. [3]. However we explicitly investigate their e↵ect in Sec. 5.
At LO and NLO accuracy, all the contributions, with the exception of ⌃LO QCD and the ⌃NLO QCD,

depend on the photon PDF. The dominant photon-induced initial state is the g� ! tt̄ process, which
contributes to ⌃LO EW and, via QCD corrections to this order, to ⌃NLO EW. In addition, ⌃NLO EW, but
also ⌃NLO,3 and ⌃NLO,4, receive contributions from the q� ! tt̄q and q̄� ! tt̄q̄ processes. Moreover, in the
case of ⌃LO,3 and ⌃NLO,4, also the �� initial state gives a contribution. As already discussed in ref. [3],
almost all the photon-induced contribution arises form ⌃LO EW. Here, at variance with ref. [3], we do include
the term ⌃subleading in our calculation. [DP: This does not look as the most appealing name. Any suggestion
for changing it? ] However, as it is suggested by its name, its size is in general subleading, so the previous
argument still holds true. We show and discuss later in this section the size of ⌃subleading.

Besides the additive combination ⌃QCD+EW defined Eq. 3.7 and discussed in the previous section, ⌃QCD

and ⌃EW can also be combined in a di↵erent way, i.e., in the so called “multiplicative approach”. The
purpose of the multiplicative approach is to estimate the size of ⌃NNLO,2, which we rename for convenience
⌃NNLO QCD-EW. In the regime where NLO QCD corrections are dominated by soft interactions and NLO
EW by Sudakov logarithms, ⌃NNLO QCD-EW ⇠ ⌃NLO QCD ⇥ ⌃NLO EW is a very good approximation, since
the two e↵ects factorise and are dominant. Otherwise, in other regimes, ⌃NNLO QCD-EW can be used
as an estimate of the leading missing mixed QCD-EW higher orders. The advantage of the inclusion of
⌃NNLO QCD-EW terms is also the stabilisation of the scale dependence of the ⌃NLO EW term, which in tt̄
production is almost2 the same of ⌃LO QCD. To this purpose we define the quantity

⌃QCD⇥EW ⌘ KNLO
EW (⌃LO QCD + ⌃NLO QCD) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.8)

= KNLO
QCD (⌃LO QCD + ⌃NLO EW) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.9)

= ⌃QCD +KNLO
QCD ⌃NLO EW + ⌃LO EW + ⌃subleading (3.10)

2We say “almost” because this order receives also QCD corrections to the ⌃LO EW contributions from the g� and bb̄ initial
states.
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In order to help the reader and be as close as possible to the common notation, we further define the
purely QCD quantities as

⌃LO QCD ⌘ ⌃LO,1 , ⌃NLO QCD ⌘ ⌃NLO,1 , (3.3)

⌃NNLO QCD ⌘ ⌃NNLO,1 , ⌃QCD ⌘ ⌃LO QCD + ⌃NLO QCD + ⌃NNLO QCD (3.4)

and those involving also EW corrections as

⌃LO EW ⌘ ⌃LO,2 , ⌃subleading ⌘ ⌃LO,3 + ⌃NLO,3 + ⌃NLO,4 , (3.5)

⌃NLO EW ⌘ ⌃NLO,2 , ⌃EW ⌘ ⌃LO EW + ⌃NLO EW + ⌃subleading . (3.6)

In the following, consistently to what has been done in the previous section, with the term “EW correc-
tions” we will refer to the quantity ⌃EW. We will use the term “NLO EW corrections” for only the ⌃NLO EW

term. The linear combination of NNLO QCD results and electroweak corrections can thus be defined as

⌃QCD+EW ⌘ ⌃QCD + ⌃EW , (3.7)

consistently with the notation in the plots of the previous section.
At variance with refs. [4, 5], in this work we in general do not consider the e↵ect due to the Heavy-

Boson-Radiation (HBR), as also done in ref. [3]. However we explicitly investigate their e↵ect in Sec. 5.
At LO and NLO accuracy, all the contributions, with the exception of ⌃LO QCD and the ⌃NLO QCD,

depend on the photon PDF. The dominant photon-induced initial state is the g� ! tt̄ process, which
contributes to ⌃LO EW and, via QCD corrections to this order, to ⌃NLO EW. In addition, ⌃NLO EW, but
also ⌃NLO,3 and ⌃NLO,4, receive contributions from the q� ! tt̄q and q̄� ! tt̄q̄ processes. Moreover, in the
case of ⌃LO,3 and ⌃NLO,4, also the �� initial state gives a contribution. As already discussed in ref. [3],
almost all the photon-induced contribution arises form ⌃LO EW. Here, at variance with ref. [3], we do include
the term ⌃subleading in our calculation. [DP: This does not look as the most appealing name. Any suggestion
for changing it? ] However, as it is suggested by its name, its size is in general subleading, so the previous
argument still holds true. We show and discuss later in this section the size of ⌃subleading.

Besides the additive combination ⌃QCD+EW defined Eq. 3.7 and discussed in the previous section, ⌃QCD

and ⌃EW can also be combined in a di↵erent way, i.e., in the so called “multiplicative approach”. The
purpose of the multiplicative approach is to estimate the size of ⌃NNLO,2, which we rename for convenience
⌃NNLO QCD-EW. In the regime where NLO QCD corrections are dominated by soft interactions and NLO
EW by Sudakov logarithms, ⌃NNLO QCD-EW ⇠ ⌃NLO QCD ⇥ ⌃NLO EW is a very good approximation, since
the two e↵ects factorise and are dominant. Otherwise, in other regimes, ⌃NNLO QCD-EW can be used
as an estimate of the leading missing mixed QCD-EW higher orders. The advantage of the inclusion of
⌃NNLO QCD-EW terms is also the stabilisation of the scale dependence of the ⌃NLO EW term, which in tt̄
production is almost2 the same of ⌃LO QCD. To this purpose we define the quantity

⌃QCD⇥EW ⌘ KNLO
EW (⌃LO QCD + ⌃NLO QCD) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.8)

= KNLO
QCD (⌃LO QCD + ⌃NLO EW) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.9)

= ⌃QCD +KNLO
QCD ⌃NLO EW + ⌃LO EW + ⌃subleading (3.10)

2We say “almost” because this order receives also QCD corrections to the ⌃LO EW contributions from the g� and bb̄ initial
states.
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⌘ ⌃NNLO,1 + ⌃NNLO,2 + ⌃NNLO,3 + ⌃NNLO,4 + ⌃NNLO,5 . (3.2)

In order to help the reader and be as close as possible to the common notation, we further define the
purely QCD quantities as

⌃LO QCD ⌘ ⌃LO,1 , ⌃NLO QCD ⌘ ⌃NLO,1 , (3.3)

⌃NNLO QCD ⌘ ⌃NNLO,1 , ⌃QCD ⌘ ⌃LO QCD + ⌃NLO QCD + ⌃NNLO QCD (3.4)

and those involving also EW corrections as

⌃LO EW ⌘ ⌃LO,2 , ⌃subleading ⌘ ⌃LO,3 + ⌃NLO,3 + ⌃NLO,4 , (3.5)

⌃NLO EW ⌘ ⌃NLO,2 , ⌃EW ⌘ ⌃LO EW + ⌃NLO EW + ⌃subleading . (3.6)

In the following, consistently to what has been done in the previous section, with the term “EW correc-
tions” we will refer to the quantity ⌃EW. We will use the term “NLO EW corrections” for only the ⌃NLO EW

term. The linear combination of NNLO QCD results and electroweak corrections can thus be defined as

⌃QCD+EW ⌘ ⌃QCD + ⌃EW , (3.7)

consistently with the notation in the plots of the previous section.
At variance with refs. [4, 5], in this work we in general do not consider the e↵ect due to the Heavy-

Boson-Radiation (HBR), as also done in ref. [3]. However we explicitly investigate their e↵ect in Sec. 5.
At LO and NLO accuracy, all the contributions, with the exception of ⌃LO QCD and the ⌃NLO QCD,

depend on the photon PDF. The dominant photon-induced initial state is the g� ! tt̄ process, which
contributes to ⌃LO EW and, via QCD corrections to this order, to ⌃NLO EW. In addition, ⌃NLO EW, but
also ⌃NLO,3 and ⌃NLO,4, receive contributions from the q� ! tt̄q and q̄� ! tt̄q̄ processes. Moreover, in the
case of ⌃LO,3 and ⌃NLO,4, also the �� initial state gives a contribution. As already discussed in ref. [3],
almost all the photon-induced contribution arises form ⌃LO EW. Here, at variance with ref. [3], we do include
the term ⌃subleading in our calculation. [DP: This does not look as the most appealing name. Any suggestion
for changing it? ] However, as it is suggested by its name, its size is in general subleading, so the previous
argument still holds true. We show and discuss later in this section the size of ⌃subleading.

Besides the additive combination ⌃QCD+EW defined Eq. 3.7 and discussed in the previous section, ⌃QCD

and ⌃EW can also be combined in a di↵erent way, i.e., in the so called “multiplicative approach”. The
purpose of the multiplicative approach is to estimate the size of ⌃NNLO,2, which we rename for convenience
⌃NNLO QCD-EW. In the regime where NLO QCD corrections are dominated by soft interactions and NLO
EW by Sudakov logarithms, ⌃NNLO QCD-EW ⇠ ⌃NLO QCD ⇥ ⌃NLO EW is a very good approximation, since
the two e↵ects factorise and are dominant. Otherwise, in other regimes, ⌃NNLO QCD-EW can be used
as an estimate of the leading missing mixed QCD-EW higher orders. The advantage of the inclusion of
⌃NNLO QCD-EW terms is also the stabilisation of the scale dependence of the ⌃NLO EW term, which in tt̄
production is almost2 the same of ⌃LO QCD. To this purpose we define the quantity

⌃QCD⇥EW ⌘ KNLO
EW (⌃LO QCD + ⌃NLO QCD) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.8)

= KNLO
QCD (⌃LO QCD + ⌃NLO EW) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.9)

= ⌃QCD +KNLO
QCD ⌃NLO EW + ⌃LO EW + ⌃subleading (3.10)

2We say “almost” because this order receives also QCD corrections to the ⌃LO EW contributions from the g� and bb̄ initial
states.
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⌘ ⌃NNLO,1 + ⌃NNLO,2 + ⌃NNLO,3 + ⌃NNLO,4 + ⌃NNLO,5 . (3.2)

In order to help the reader and be as close as possible to the common notation, we further define the
purely QCD quantities as

⌃LO QCD ⌘ ⌃LO,1 , ⌃NLO QCD ⌘ ⌃NLO,1 , (3.3)

⌃NNLO QCD ⌘ ⌃NNLO,1 , ⌃QCD ⌘ ⌃LO QCD + ⌃NLO QCD + ⌃NNLO QCD (3.4)

and those involving also EW corrections as

⌃LO EW ⌘ ⌃LO,2 , ⌃subleading ⌘ ⌃LO,3 + ⌃NLO,3 + ⌃NLO,4 , (3.5)

⌃NLO EW ⌘ ⌃NLO,2 , ⌃EW ⌘ ⌃LO EW + ⌃NLO EW + ⌃subleading . (3.6)

In the following, consistently to what has been done in the previous section, with the term “EW correc-
tions” we will refer to the quantity ⌃EW. We will use the term “NLO EW corrections” for only the ⌃NLO EW

term. The linear combination of NNLO QCD results and electroweak corrections can thus be defined as

⌃QCD+EW ⌘ ⌃QCD + ⌃EW , (3.7)

consistently with the notation in the plots of the previous section.
At variance with refs. [4, 5], in this work we in general do not consider the e↵ect due to the Heavy-

Boson-Radiation (HBR), as also done in ref. [3]. However we explicitly investigate their e↵ect in Sec. 5.
At LO and NLO accuracy, all the contributions, with the exception of ⌃LO QCD and the ⌃NLO QCD,

depend on the photon PDF. The dominant photon-induced initial state is the g� ! tt̄ process, which
contributes to ⌃LO EW and, via QCD corrections to this order, to ⌃NLO EW. In addition, ⌃NLO EW, but
also ⌃NLO,3 and ⌃NLO,4, receive contributions from the q� ! tt̄q and q̄� ! tt̄q̄ processes. Moreover, in the
case of ⌃LO,3 and ⌃NLO,4, also the �� initial state gives a contribution. As already discussed in ref. [3],
almost all the photon-induced contribution arises form ⌃LO EW. Here, at variance with ref. [3], we do include
the term ⌃subleading in our calculation. [DP: This does not look as the most appealing name. Any suggestion
for changing it? ] However, as it is suggested by its name, its size is in general subleading, so the previous
argument still holds true. We show and discuss later in this section the size of ⌃subleading.

Besides the additive combination ⌃QCD+EW defined Eq. 3.7 and discussed in the previous section, ⌃QCD

and ⌃EW can also be combined in a di↵erent way, i.e., in the so called “multiplicative approach”. The
purpose of the multiplicative approach is to estimate the size of ⌃NNLO,2, which we rename for convenience
⌃NNLO QCD-EW. In the regime where NLO QCD corrections are dominated by soft interactions and NLO
EW by Sudakov logarithms, ⌃NNLO QCD-EW ⇠ ⌃NLO QCD ⇥ ⌃NLO EW is a very good approximation, since
the two e↵ects factorise and are dominant. Otherwise, in other regimes, ⌃NNLO QCD-EW can be used
as an estimate of the leading missing mixed QCD-EW higher orders. The advantage of the inclusion of
⌃NNLO QCD-EW terms is also the stabilisation of the scale dependence of the ⌃NLO EW term, which in tt̄
production is almost2 the same of ⌃LO QCD. To this purpose we define the quantity

⌃QCD⇥EW ⌘ KNLO
EW (⌃LO QCD + ⌃NLO QCD) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.8)

= KNLO
QCD (⌃LO QCD + ⌃NLO EW) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.9)

= ⌃QCD +KNLO
QCD ⌃NLO EW + ⌃LO EW + ⌃subleading (3.10)

2We say “almost” because this order receives also QCD corrections to the ⌃LO EW contributions from the g� and bb̄ initial
states.
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In order to help the reader and be as close as possible to the common notation, we further define the
purely QCD quantities as

⌃LO QCD ⌘ ⌃LO,1 , ⌃NLO QCD ⌘ ⌃NLO,1 , (3.3)

⌃NNLO QCD ⌘ ⌃NNLO,1 , ⌃QCD ⌘ ⌃LO QCD + ⌃NLO QCD + ⌃NNLO QCD (3.4)

and those involving also EW corrections as

⌃LO EW ⌘ ⌃LO,2 , ⌃subleading ⌘ ⌃LO,3 + ⌃NLO,3 + ⌃NLO,4 , (3.5)

⌃NLO EW ⌘ ⌃NLO,2 , ⌃EW ⌘ ⌃LO EW + ⌃NLO EW + ⌃subleading . (3.6)

In the following, consistently to what has been done in the previous section, with the term “EW correc-
tions” we will refer to the quantity ⌃EW. We will use the term “NLO EW corrections” for only the ⌃NLO EW

term. The linear combination of NNLO QCD results and electroweak corrections can thus be defined as

⌃QCD+EW ⌘ ⌃QCD + ⌃EW , (3.7)

consistently with the notation in the plots of the previous section.
At variance with refs. [4, 5], in this work we in general do not consider the e↵ect due to the Heavy-

Boson-Radiation (HBR), as also done in ref. [3]. However we explicitly investigate their e↵ect in Sec. 5.
At LO and NLO accuracy, all the contributions, with the exception of ⌃LO QCD and the ⌃NLO QCD,

depend on the photon PDF. The dominant photon-induced initial state is the g� ! tt̄ process, which
contributes to ⌃LO EW and, via QCD corrections to this order, to ⌃NLO EW. In addition, ⌃NLO EW, but
also ⌃NLO,3 and ⌃NLO,4, receive contributions from the q� ! tt̄q and q̄� ! tt̄q̄ processes. Moreover, in the
case of ⌃LO,3 and ⌃NLO,4, also the �� initial state gives a contribution. As already discussed in ref. [3],
almost all the photon-induced contribution arises form ⌃LO EW. Here, at variance with ref. [3], we do include
the term ⌃subleading in our calculation. [DP: This does not look as the most appealing name. Any suggestion
for changing it? ] However, as it is suggested by its name, its size is in general subleading, so the previous
argument still holds true. We show and discuss later in this section the size of ⌃subleading.

Besides the additive combination ⌃QCD+EW defined Eq. 3.7 and discussed in the previous section, ⌃QCD

and ⌃EW can also be combined in a di↵erent way, i.e., in the so called “multiplicative approach”. The
purpose of the multiplicative approach is to estimate the size of ⌃NNLO,2, which we rename for convenience
⌃NNLO QCD-EW. In the regime where NLO QCD corrections are dominated by soft interactions and NLO
EW by Sudakov logarithms, ⌃NNLO QCD-EW ⇠ ⌃NLO QCD ⇥ ⌃NLO EW is a very good approximation, since
the two e↵ects factorise and are dominant. Otherwise, in other regimes, ⌃NNLO QCD-EW can be used
as an estimate of the leading missing mixed QCD-EW higher orders. The advantage of the inclusion of
⌃NNLO QCD-EW terms is also the stabilisation of the scale dependence of the ⌃NLO EW term, which in tt̄
production is almost2 the same of ⌃LO QCD. To this purpose we define the quantity

⌃QCD⇥EW ⌘ KNLO
EW (⌃LO QCD + ⌃NLO QCD) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.8)

= KNLO
QCD (⌃LO QCD + ⌃NLO EW) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.9)

= ⌃QCD +KNLO
QCD ⌃NLO EW + ⌃LO EW + ⌃subleading (3.10)

2We say “almost” because this order receives also QCD corrections to the ⌃LO EW contributions from the g� and bb̄ initial
states.
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In order to help the reader and be as close as possible to the common notation, we further define the
purely QCD quantities as

⌃LO QCD ⌘ ⌃LO,1 , ⌃NLO QCD ⌘ ⌃NLO,1 , (3.3)

⌃NNLO QCD ⌘ ⌃NNLO,1 , ⌃QCD ⌘ ⌃LO QCD + ⌃NLO QCD + ⌃NNLO QCD (3.4)

and those involving also EW corrections as

⌃LO EW ⌘ ⌃LO,2 , ⌃subleading ⌘ ⌃LO,3 + ⌃NLO,3 + ⌃NLO,4 , (3.5)

⌃NLO EW ⌘ ⌃NLO,2 , ⌃EW ⌘ ⌃LO EW + ⌃NLO EW + ⌃subleading . (3.6)

In the following, consistently to what has been done in the previous section, with the term “EW correc-
tions” we will refer to the quantity ⌃EW. We will use the term “NLO EW corrections” for only the ⌃NLO EW

term. The linear combination of NNLO QCD results and electroweak corrections can thus be defined as

⌃QCD+EW ⌘ ⌃QCD + ⌃EW , (3.7)

consistently with the notation in the plots of the previous section.
At variance with refs. [4, 5], in this work we in general do not consider the e↵ect due to the Heavy-

Boson-Radiation (HBR), as also done in ref. [3]. However we explicitly investigate their e↵ect in Sec. 5.
At LO and NLO accuracy, all the contributions, with the exception of ⌃LO QCD and the ⌃NLO QCD,

depend on the photon PDF. The dominant photon-induced initial state is the g� ! tt̄ process, which
contributes to ⌃LO EW and, via QCD corrections to this order, to ⌃NLO EW. In addition, ⌃NLO EW, but
also ⌃NLO,3 and ⌃NLO,4, receive contributions from the q� ! tt̄q and q̄� ! tt̄q̄ processes. Moreover, in the
case of ⌃LO,3 and ⌃NLO,4, also the �� initial state gives a contribution. As already discussed in ref. [3],
almost all the photon-induced contribution arises form ⌃LO EW. Here, at variance with ref. [3], we do include
the term ⌃subleading in our calculation. [DP: This does not look as the most appealing name. Any suggestion
for changing it? ] However, as it is suggested by its name, its size is in general subleading, so the previous
argument still holds true. We show and discuss later in this section the size of ⌃subleading.

Besides the additive combination ⌃QCD+EW defined Eq. 3.7 and discussed in the previous section, ⌃QCD

and ⌃EW can also be combined in a di↵erent way, i.e., in the so called “multiplicative approach”. The
purpose of the multiplicative approach is to estimate the size of ⌃NNLO,2, which we rename for convenience
⌃NNLO QCD-EW. In the regime where NLO QCD corrections are dominated by soft interactions and NLO
EW by Sudakov logarithms, ⌃NNLO QCD-EW ⇠ ⌃NLO QCD ⇥ ⌃NLO EW is a very good approximation, since
the two e↵ects factorise and are dominant. Otherwise, in other regimes, ⌃NNLO QCD-EW can be used
as an estimate of the leading missing mixed QCD-EW higher orders. The advantage of the inclusion of
⌃NNLO QCD-EW terms is also the stabilisation of the scale dependence of the ⌃NLO EW term, which in tt̄
production is almost2 the same of ⌃LO QCD. To this purpose we define the quantity
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QCD ⌃NLO EW + ⌃LO EW + ⌃subleading (3.10)

2We say “almost” because this order receives also QCD corrections to the ⌃LO EW contributions from the g� and bb̄ initial
states.
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= ⌃QCD+EW + (KNLO
QCD � 1)⇥ ⌃NLO EW , (3.11)

where we used the standard K-factors

KNLO
QCD ⌘ ⌃LO QCD + ⌃NLO QCD

⌃LO QCD
, KNLO

EW ⌘ ⌃LO QCD + ⌃NLO EW

⌃LO QCD
. (3.12)

The multiplicative approach can also be pushed to the next level, combining NNLO QCD corrections
and NLO EW corrections in order to estimate, besides the ⌃NNLO QCD-EW term, also NNNLO contributions
of order ↵4

s↵, further reducing the scale dependence. To this purpose we define the quantity

⌃QCD2⇥EW ⌘ KNLO
EW ⌃QCD + ⌃LO EW + ⌃subleading (3.13)

= KNNLO
QCD (⌃LO QCD + ⌃NLO EW) + ⌃LO EW + ⌃subleading (3.14)

= ⌃QCD +KNNLO
QCD ⌃NLO EW + ⌃LO EW + ⌃subleading (3.15)

= ⌃QCD+EW + (KNNLO
QCD � 1)⇥ ⌃NLO EW , (3.16)

where we introduced the K-factor

KNNLO
QCD ⌘ ⌃QCD

⌃LO QCD
. (3.17)

In the following, we compare the additive and multiplicative approaches, i.e., ⌃QCD+EW, ⌃QCD⇥EW

and ⌃QCD2⇥EW, for the same distributions already analysed in the previous section. Figure 3 shows this
comparison for pT,avt and m(tt̄), while Fig. 4 refers to yavt and y(tt̄). Also in this case, the plots on the left
are produced using the LUXQED PDF set, while those on the right using the NNPDF3.0QED PDF set. We
describe in the following the format of the plots in the figure.

Each plot has five insets, which all show ratios of di↵erent quantities over the central value of ⌃QCD. In
the first one we display a direct comparison of the three ratios ⌃QCD+EW/⌃QCD (red line), ⌃QCD⇥EW/⌃QCD

(green line) and ⌃QCD2⇥EW/⌃QCD (violet line), for the central scale. These quantities are further displayed
in the second, third and fourth inset, respectively. There, not only the ratio for the central value is shown, but
also the scale dependence of the numerator. Scale by scale in the 7-point variation approach we perform the
additive or multiplicative combination and then we provide the scale-uncertainty band, which has the same
color of the central-value line. For comparison, the relative scale uncertainty band for ⌃QCD is displayed in
all cases as a gray band. Thus, the second inset is exactly the same of the third inset in the corresponding
plots in the previous section. The last inset shows a comparison of the ratio ⌃QCD+EW/⌃QCD with (red
line) or without (orange line) including the ⌃subleading contribution in ⌃QCD+EW.

As expected, the multiplicative approaches show a much smaller dependence on the scale variation. This
is particularly relevant for the tail of the pT,avt distribution, where the scale uncertainty of ⌃EW alone is
comparable in size with the one of ⌃QCD, as already stated in the previous section. In the case of m(tt̄) and
yavt distributions, the ⌃QCD⇥EW and ⌃QCD2⇥EW central-value predictions are typically larger than those
of ⌃QCD+EW, while they are all almost of the same size for the y(tt̄) distribution. In general, the di↵erence
between ⌃QCD⇥EW and ⌃QCD2⇥EW is small; a sizable di↵erence for their scale dependence can be noted
only in the the tail of the pT,avt distribution.

It is also important to note that, with LUXQED, the multiplicative approaches are a better approximation
of the higher mixed QCD-EW orders than in the case of NNPDF3.0QED. Indeed, the order ⌃NLO EW contains
also terms that can be seen as “QCD corrections” to the g� contributions in ⌃LO,2 (negligible only with the
LUXQED), but are not taken into account in the multiplicative approach.

In the last inset of the plots in figs. 3 and 4 one can see that the ⌃subleading contribution is typically
flat and very small. The only exceptions are the plots for m(tt̄), where a visible di↵erence between the two
curves (⌃EW and ⌃EW � ⌃subleading) is present, especially in the tail.
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In order to help the reader and be as close as possible to the common notation, we further define the
purely QCD quantities as

⌃LO QCD ⌘ ⌃LO,1 , ⌃NLO QCD ⌘ ⌃NLO,1 , (3.3)

⌃NNLO QCD ⌘ ⌃NNLO,1 , ⌃QCD ⌘ ⌃LO QCD + ⌃NLO QCD + ⌃NNLO QCD (3.4)

and those involving also EW corrections as

⌃LO EW ⌘ ⌃LO,2 , ⌃subleading ⌘ ⌃LO,3 + ⌃NLO,3 + ⌃NLO,4 , (3.5)

⌃NLO EW ⌘ ⌃NLO,2 , ⌃EW ⌘ ⌃LO EW + ⌃NLO EW + ⌃subleading . (3.6)

In the following, consistently to what has been done in the previous section, with the term “EW correc-
tions” we will refer to the quantity ⌃EW. We will use the term “NLO EW corrections” for only the ⌃NLO EW

term. The linear combination of NNLO QCD results and electroweak corrections can thus be defined as

⌃QCD+EW ⌘ ⌃QCD + ⌃EW , (3.7)

consistently with the notation in the plots of the previous section.
At variance with refs. [4, 5], in this work we in general do not consider the e↵ect due to the Heavy-

Boson-Radiation (HBR), as also done in ref. [3]. However we explicitly investigate their e↵ect in Sec. 5.
At LO and NLO accuracy, all the contributions, with the exception of ⌃LO QCD and the ⌃NLO QCD,

depend on the photon PDF. The dominant photon-induced initial state is the g� ! tt̄ process, which
contributes to ⌃LO EW and, via QCD corrections to this order, to ⌃NLO EW. In addition, ⌃NLO EW, but
also ⌃NLO,3 and ⌃NLO,4, receive contributions from the q� ! tt̄q and q̄� ! tt̄q̄ processes. Moreover, in the
case of ⌃LO,3 and ⌃NLO,4, also the �� initial state gives a contribution. As already discussed in ref. [3],
almost all the photon-induced contribution arises form ⌃LO EW. Here, at variance with ref. [3], we do include
the term ⌃subleading in our calculation. [DP: This does not look as the most appealing name. Any suggestion
for changing it? ] However, as it is suggested by its name, its size is in general subleading, so the previous
argument still holds true. We show and discuss later in this section the size of ⌃subleading.

Besides the additive combination ⌃QCD+EW defined Eq. 3.7 and discussed in the previous section, ⌃QCD

and ⌃EW can also be combined in a di↵erent way, i.e., in the so called “multiplicative approach”. The
purpose of the multiplicative approach is to estimate the size of ⌃NNLO,2, which we rename for convenience
⌃NNLO QCD-EW. In the regime where NLO QCD corrections are dominated by soft interactions and NLO
EW by Sudakov logarithms, ⌃NNLO QCD-EW ⇠ ⌃NLO QCD ⇥ ⌃NLO EW is a very good approximation, since
the two e↵ects factorise and are dominant. Otherwise, in other regimes, ⌃NNLO QCD-EW can be used
as an estimate of the leading missing mixed QCD-EW higher orders. The advantage of the inclusion of
⌃NNLO QCD-EW terms is also the stabilisation of the scale dependence of the ⌃NLO EW term, which in tt̄
production is almost2 the same of ⌃LO QCD. To this purpose we define the quantity

⌃QCD⇥EW ⌘ KNLO
EW (⌃LO QCD + ⌃NLO QCD) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.8)

= KNLO
QCD (⌃LO QCD + ⌃NLO EW) + ⌃LO EW + ⌃NNLO QCD + ⌃subleading (3.9)

= ⌃QCD +KNLO
QCD ⌃NLO EW + ⌃LO EW + ⌃subleading (3.10)

2We say “almost” because this order receives also QCD corrections to the ⌃LO EW contributions from the g� and bb̄ initial
states.
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states.
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In order to help the reader and be as close as possible to the common notation, we further define the
purely QCD quantities as

⌃LO QCD ⌘ ⌃LO,1 , ⌃NLO QCD ⌘ ⌃NLO,1 , (3.3)
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In the following, consistently to what has been done in the previous section, with the term “EW correc-
tions” we will refer to the quantity ⌃EW. We will use the term “NLO EW corrections” for only the ⌃NLO EW

term. The linear combination of NNLO QCD results and electroweak corrections can thus be defined as

⌃QCD+EW ⌘ ⌃QCD + ⌃EW , (3.7)

consistently with the notation in the plots of the previous section.
At variance with refs. [4, 5], in this work we in general do not consider the e↵ect due to the Heavy-

Boson-Radiation (HBR), as also done in ref. [3]. However we explicitly investigate their e↵ect in Sec. 5.
At LO and NLO accuracy, all the contributions, with the exception of ⌃LO QCD and the ⌃NLO QCD,

depend on the photon PDF. The dominant photon-induced initial state is the g� ! tt̄ process, which
contributes to ⌃LO EW and, via QCD corrections to this order, to ⌃NLO EW. In addition, ⌃NLO EW, but
also ⌃NLO,3 and ⌃NLO,4, receive contributions from the q� ! tt̄q and q̄� ! tt̄q̄ processes. Moreover, in the
case of ⌃LO,3 and ⌃NLO,4, also the �� initial state gives a contribution. As already discussed in ref. [3],
almost all the photon-induced contribution arises form ⌃LO EW. Here, at variance with ref. [3], we do include
the term ⌃subleading in our calculation. [DP: This does not look as the most appealing name. Any suggestion
for changing it? ] However, as it is suggested by its name, its size is in general subleading, so the previous
argument still holds true. We show and discuss later in this section the size of ⌃subleading.

Besides the additive combination ⌃QCD+EW defined Eq. 3.7 and discussed in the previous section, ⌃QCD

and ⌃EW can also be combined in a di↵erent way, i.e., in the so called “multiplicative approach”. The
purpose of the multiplicative approach is to estimate the size of ⌃NNLO,2, which we rename for convenience
⌃NNLO QCD-EW. In the regime where NLO QCD corrections are dominated by soft interactions and NLO
EW by Sudakov logarithms, ⌃NNLO QCD-EW ⇠ ⌃NLO QCD ⇥ ⌃NLO EW is a very good approximation, since
the two e↵ects factorise and are dominant. Otherwise, in other regimes, ⌃NNLO QCD-EW can be used
as an estimate of the leading missing mixed QCD-EW higher orders. The advantage of the inclusion of
⌃NNLO QCD-EW terms is also the stabilisation of the scale dependence of the ⌃NLO EW term, which in tt̄
production is almost2 the same of ⌃LO QCD. To this purpose we define the quantity
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2We say “almost” because this order receives also QCD corrections to the ⌃LO EW contributions from the g� and bb̄ initial
states.
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= ⌃QCD+EW + (KNLO
QCD � 1)⇥ ⌃NLO EW , (3.11)

where we used the standard K-factors

KNLO
QCD ⌘ ⌃LO QCD + ⌃NLO QCD

⌃LO QCD
, KNLO

EW ⌘ ⌃LO QCD + ⌃NLO EW

⌃LO QCD
. (3.12)

The multiplicative approach can also be pushed to the next level, combining NNLO QCD corrections
and NLO EW corrections in order to estimate, besides the ⌃NNLO QCD-EW term, also NNNLO contributions
of order ↵4

s↵, further reducing the scale dependence. To this purpose we define the quantity

⌃QCD2⇥EW ⌘ KNLO
EW ⌃QCD + ⌃LO EW + ⌃subleading (3.13)

= KNNLO
QCD (⌃LO QCD + ⌃NLO EW) + ⌃LO EW + ⌃subleading (3.14)

= ⌃QCD +KNNLO
QCD ⌃NLO EW + ⌃LO EW + ⌃subleading (3.15)

= ⌃QCD+EW + (KNNLO
QCD � 1)⇥ ⌃NLO EW , (3.16)

where we introduced the K-factor

KNNLO
QCD ⌘ ⌃QCD

⌃LO QCD
. (3.17)

In the following, we compare the additive and multiplicative approaches, i.e., ⌃QCD+EW, ⌃QCD⇥EW

and ⌃QCD2⇥EW, for the same distributions already analysed in the previous section. Figure 3 shows this
comparison for pT,avt and m(tt̄), while Fig. 4 refers to yavt and y(tt̄). Also in this case, the plots on the left
are produced using the LUXQED PDF set, while those on the right using the NNPDF3.0QED PDF set. We
describe in the following the format of the plots in the figure.

Each plot has five insets, which all show ratios of di↵erent quantities over the central value of ⌃QCD. In
the first one we display a direct comparison of the three ratios ⌃QCD+EW/⌃QCD (red line), ⌃QCD⇥EW/⌃QCD

(green line) and ⌃QCD2⇥EW/⌃QCD (violet line), for the central scale. These quantities are further displayed
in the second, third and fourth inset, respectively. There, not only the ratio for the central value is shown, but
also the scale dependence of the numerator. Scale by scale in the 7-point variation approach we perform the
additive or multiplicative combination and then we provide the scale-uncertainty band, which has the same
color of the central-value line. For comparison, the relative scale uncertainty band for ⌃QCD is displayed in
all cases as a gray band. Thus, the second inset is exactly the same of the third inset in the corresponding
plots in the previous section. The last inset shows a comparison of the ratio ⌃QCD+EW/⌃QCD with (red
line) or without (orange line) including the ⌃subleading contribution in ⌃QCD+EW.

As expected, the multiplicative approaches show a much smaller dependence on the scale variation. This
is particularly relevant for the tail of the pT,avt distribution, where the scale uncertainty of ⌃EW alone is
comparable in size with the one of ⌃QCD, as already stated in the previous section. In the case of m(tt̄) and
yavt distributions, the ⌃QCD⇥EW and ⌃QCD2⇥EW central-value predictions are typically larger than those
of ⌃QCD+EW, while they are all almost of the same size for the y(tt̄) distribution. In general, the di↵erence
between ⌃QCD⇥EW and ⌃QCD2⇥EW is small; a sizable di↵erence for their scale dependence can be noted
only in the the tail of the pT,avt distribution.

It is also important to note that, with LUXQED, the multiplicative approaches are a better approximation
of the higher mixed QCD-EW orders than in the case of NNPDF3.0QED. Indeed, the order ⌃NLO EW contains
also terms that can be seen as “QCD corrections” to the g� contributions in ⌃LO,2 (negligible only with the
LUXQED), but are not taken into account in the multiplicative approach.

In the last inset of the plots in figs. 3 and 4 one can see that the ⌃subleading contribution is typically
flat and very small. The only exceptions are the plots for m(tt̄), where a visible di↵erence between the two
curves (⌃EW and ⌃EW � ⌃subleading) is present, especially in the tail.
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LUXQED NNPDF3.0QED 

We use a dynamical reference scale for the central values of the renormalization (µr) and factorization
(µf ) scales defined as

µ =
HT

4
=

1

4

�
mT,t +mT,t̄

�
, (2.3)

where mT,t and mT,t̄ are the transverse masses of the top and antitop quarks. For the specific case of
the observable d�/dpT,avt ⌘ (d�/dpT (t) + d�/dpT (t̄))/2 we use as scale µ = 1

2 (mT,t) for d�/dpT (t) and
µ = 1

2mT,t̄ for d�/dpT (t̄). These scale choices have been lengthly studied and motivated in [1]. In all cases
theoretical uncertainties due to missing higher orders are estimated via the 7-point variation of µr and µf

in the interval {µ/2, 2µ} with 1/2  µr/µf  2.
For theoretical consistency, a set of PDF including QED e↵ects in the DGLAP evolution should always

be preferred whenever NLO EW corrections are computed. At the moment, the only two PDF sets that
include them and are also NNLO QCD accurate are NNPDF3.0QED and LUXQED. 1 Both sets have a
photon density, which induces additional contributions to the tt̄ production [2, 3]. As it has been discussed
in ref. [3], the usage of di↵erent PDF sets leads to a very di↵erent impact of photon-induced contributions
on tt̄ distributions. While in the case of NNPDF3.0QED the impact of photon-induced contributions is
relatively large and with very large uncertainties, in the case of LUXQED it is expected to be negligible.
For this reason we decided to show always predictions with both the PDF sets.

Distributions for pT,avt and m(tt̄) are shown in Fig. 1, while the yavt and y(tt̄) distributions are shown
in Fig. 2. The plots on the left are produced using the LUXQED PDF set, while those on the right using
the NNPDF3.0QED PDF set.

[DP: !!!! For the moment LUXQED is NNPDF3.0 with photon equal to zero!!!! We describe everything
as LUXQED is already there]

The format of the plot is the same for each distribution and it is described in the following.
In each plot, the main panel displays the considered di↵erential cross section both at NNLO QCD

accuracy, the black line labelled as “QCD”, and including also the EW corrections, the red line labelled as
“QCD+EW”. Both QCD and QCD+EW predictions are provided in the main panel for the central scale.
The three insets below the main panel display ratios of di↵erent quantities always over the QCD prediction
at the central scale, i.e., normalised to the black line displayed in the main panel. In all the three insets we
plot as a red line the ratio of the central-scale predictions at QCD+EW and QCD accuracy, i.e., the ratio
of the red and black lines in the main panel.

In the first inset we also show as a red band around the red line the scale uncertainty due only to the
EW corrections in the numerator of this ratio. This quantity can be directly compared to the relative scale
uncertainty for the QCD prediction, which is clearly centered around one and shown as a gray band.

In the second inset we combine, scale by scale in the 7-point variation approach, the QCD prediction
and the EW corrections into the QCD+EW result and thus we provide the scale-uncertainty band (red) for
QCD+EW quantity. The gray band corresponds to the scale-uncertainty band of ⌃QCD, already shown in
the first inset.

The third inset is equivalent to the second one, but it concerns the PDF uncertainties. We combine, for
each one of the PDF members, the QCD prediction and the EW corrections into the QCD+EW result and
thus we provide the PDF uncertainty band (red) for QCD+EW quantity. The gray band corresponds to the
PDF uncertainty band for the QCD predictions. Similarly to all the previous insets, when the gray band
is covered by the red one, its borders are displayed as black dashed lines. [DP: brief description of 68% in
NNPDF and method in LUXQED? We may put them in a footnote? ]

As can be noted by Figs. 1 and 2, the e↵ect of EW corrections are in general within the NNLO QCD
scale uncertainty. A notable exception is the case of the pT,avt distribution with LUXQED. In the tail of this

1The PDF sets MRST2004QED and CT14QED also include QED e↵ects in the DGLAP evolution, but they are not
NNLO QCD accurate.
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NNPDF and method in LUXQED? We may put them in a footnote? ]

As can be noted by Figs. 1 and 2, the e↵ect of EW corrections are in general within the NNLO QCD
scale uncertainty. A notable exception is the case of the pT,avt distribution with LUXQED. In the tail of this

1The PDF sets MRST2004QED and CT14QED also include QED e↵ects in the DGLAP evolution, but they are not
NNLO QCD accurate.
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where mT,t and mT,t̄ are the transverse masses of the top and antitop quarks. For the specific case of
the observable d�/dpT,avt ⌘ (d�/dpT (t) + d�/dpT (t̄))/2 we use as scale µ = 1

2 (mT,t) for d�/dpT (t) and
µ = 1

2mT,t̄ for d�/dpT (t̄). These scale choices have been lengthly studied and motivated in [1]. In all cases
theoretical uncertainties due to missing higher orders are estimated via the 7-point variation of µr and µf

in the interval {µ/2, 2µ} with 1/2  µr/µf  2.
For theoretical consistency, a set of PDF including QED e↵ects in the DGLAP evolution should always

be preferred whenever NLO EW corrections are computed. At the moment, the only two PDF sets that
include them and are also NNLO QCD accurate are NNPDF3.0QED and LUXQED. 1 Both sets have a
photon density, which induces additional contributions to the tt̄ production [2, 3]. As it has been discussed
in ref. [3], the usage of di↵erent PDF sets leads to a very di↵erent impact of photon-induced contributions
on tt̄ distributions. While in the case of NNPDF3.0QED the impact of photon-induced contributions is
relatively large and with very large uncertainties, in the case of LUXQED it is expected to be negligible.
For this reason we decided to show always predictions with both the PDF sets.

Distributions for pT,avt and m(tt̄) are shown in Fig. 1, while the yavt and y(tt̄) distributions are shown
in Fig. 2. The plots on the left are produced using the LUXQED PDF set, while those on the right using
the NNPDF3.0QED PDF set.

[DP: !!!! For the moment LUXQED is NNPDF3.0 with photon equal to zero!!!! We describe everything
as LUXQED is already there]

The format of the plot is the same for each distribution and it is described in the following.
In each plot, the main panel displays the considered di↵erential cross section both at NNLO QCD

accuracy, the black line labelled as “QCD”, and including also the EW corrections, the red line labelled as
“QCD+EW”. Both QCD and QCD+EW predictions are provided in the main panel for the central scale.
The three insets below the main panel display ratios of di↵erent quantities always over the QCD prediction
at the central scale, i.e., normalised to the black line displayed in the main panel. In all the three insets we
plot as a red line the ratio of the central-scale predictions at QCD+EW and QCD accuracy, i.e., the ratio
of the red and black lines in the main panel.

In the first inset we also show as a red band around the red line the scale uncertainty due only to the
EW corrections in the numerator of this ratio. This quantity can be directly compared to the relative scale
uncertainty for the QCD prediction, which is clearly centered around one and shown as a gray band.

In the second inset we combine, scale by scale in the 7-point variation approach, the QCD prediction
and the EW corrections into the QCD+EW result and thus we provide the scale-uncertainty band (red) for
QCD+EW quantity. The gray band corresponds to the scale-uncertainty band of ⌃QCD, already shown in
the first inset.

The third inset is equivalent to the second one, but it concerns the PDF uncertainties. We combine, for
each one of the PDF members, the QCD prediction and the EW corrections into the QCD+EW result and
thus we provide the PDF uncertainty band (red) for QCD+EW quantity. The gray band corresponds to the
PDF uncertainty band for the QCD predictions. Similarly to all the previous insets, when the gray band
is covered by the red one, its borders are displayed as black dashed lines. [DP: brief description of 68% in
NNPDF and method in LUXQED? We may put them in a footnote? ]

As can be noted by Figs. 1 and 2, the e↵ect of EW corrections are in general within the NNLO QCD
scale uncertainty. A notable exception is the case of the pT,avt distribution with LUXQED. In the tail of this

1The PDF sets MRST2004QED and CT14QED also include QED e↵ects in the DGLAP evolution, but they are not
NNLO QCD accurate.
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We use a dynamical reference scale for the central values of the renormalization (µr) and factorization
(µf ) scales defined as
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where mT,t and mT,t̄ are the transverse masses of the top and antitop quarks. For the specific case of
the observable d�/dpT,avt ⌘ (d�/dpT (t) + d�/dpT (t̄))/2 we use as scale µ = 1

2 (mT,t) for d�/dpT (t) and
µ = 1

2mT,t̄ for d�/dpT (t̄). These scale choices have been lengthly studied and motivated in [1]. In all cases
theoretical uncertainties due to missing higher orders are estimated via the 7-point variation of µr and µf

in the interval {µ/2, 2µ} with 1/2  µr/µf  2.
For theoretical consistency, a set of PDF including QED e↵ects in the DGLAP evolution should always

be preferred whenever NLO EW corrections are computed. At the moment, the only two PDF sets that
include them and are also NNLO QCD accurate are NNPDF3.0QED and LUXQED. 1 Both sets have a
photon density, which induces additional contributions to the tt̄ production [2, 3]. As it has been discussed
in ref. [3], the usage of di↵erent PDF sets leads to a very di↵erent impact of photon-induced contributions
on tt̄ distributions. While in the case of NNPDF3.0QED the impact of photon-induced contributions is
relatively large and with very large uncertainties, in the case of LUXQED it is expected to be negligible.
For this reason we decided to show always predictions with both the PDF sets.

Distributions for pT,avt and m(tt̄) are shown in Fig. 1, while the yavt and y(tt̄) distributions are shown
in Fig. 2. The plots on the left are produced using the LUXQED PDF set, while those on the right using
the NNPDF3.0QED PDF set.

[DP: !!!! For the moment LUXQED is NNPDF3.0 with photon equal to zero!!!! We describe everything
as LUXQED is already there]

The format of the plot is the same for each distribution and it is described in the following.
In each plot, the main panel displays the considered di↵erential cross section both at NNLO QCD

accuracy, the black line labelled as “QCD”, and including also the EW corrections, the red line labelled as
“QCD+EW”. Both QCD and QCD+EW predictions are provided in the main panel for the central scale.
The three insets below the main panel display ratios of di↵erent quantities always over the QCD prediction
at the central scale, i.e., normalised to the black line displayed in the main panel. In all the three insets we
plot as a red line the ratio of the central-scale predictions at QCD+EW and QCD accuracy, i.e., the ratio
of the red and black lines in the main panel.

In the first inset we also show as a red band around the red line the scale uncertainty due only to the
EW corrections in the numerator of this ratio. This quantity can be directly compared to the relative scale
uncertainty for the QCD prediction, which is clearly centered around one and shown as a gray band.

In the second inset we combine, scale by scale in the 7-point variation approach, the QCD prediction
and the EW corrections into the QCD+EW result and thus we provide the scale-uncertainty band (red) for
QCD+EW quantity. The gray band corresponds to the scale-uncertainty band of ⌃QCD, already shown in
the first inset.

The third inset is equivalent to the second one, but it concerns the PDF uncertainties. We combine, for
each one of the PDF members, the QCD prediction and the EW corrections into the QCD+EW result and
thus we provide the PDF uncertainty band (red) for QCD+EW quantity. The gray band corresponds to the
PDF uncertainty band for the QCD predictions. Similarly to all the previous insets, when the gray band
is covered by the red one, its borders are displayed as black dashed lines. [DP: brief description of 68% in
NNPDF and method in LUXQED? We may put them in a footnote? ]

As can be noted by Figs. 1 and 2, the e↵ect of EW corrections are in general within the NNLO QCD
scale uncertainty. A notable exception is the case of the pT,avt distribution with LUXQED. In the tail of this

1The PDF sets MRST2004QED and CT14QED also include QED e↵ects in the DGLAP evolution, but they are not
NNLO QCD accurate.
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where mT,t and mT,t̄ are the transverse masses of the top and antitop quarks. For the specific case of
the observable d�/dpT,avt ⌘ (d�/dpT (t) + d�/dpT (t̄))/2 we use as scale µ = 1

2 (mT,t) for d�/dpT (t) and
µ = 1

2mT,t̄ for d�/dpT (t̄). These scale choices have been lengthly studied and motivated in [1]. In all cases
theoretical uncertainties due to missing higher orders are estimated via the 7-point variation of µr and µf

in the interval {µ/2, 2µ} with 1/2  µr/µf  2.
For theoretical consistency, a set of PDF including QED e↵ects in the DGLAP evolution should always

be preferred whenever NLO EW corrections are computed. At the moment, the only two PDF sets that
include them and are also NNLO QCD accurate are NNPDF3.0QED and LUXQED. 1 Both sets have a
photon density, which induces additional contributions to the tt̄ production [2, 3]. As it has been discussed
in ref. [3], the usage of di↵erent PDF sets leads to a very di↵erent impact of photon-induced contributions
on tt̄ distributions. While in the case of NNPDF3.0QED the impact of photon-induced contributions is
relatively large and with very large uncertainties, in the case of LUXQED it is expected to be negligible.
For this reason we decided to show always predictions with both the PDF sets.

Distributions for pT,avt and m(tt̄) are shown in Fig. 1, while the yavt and y(tt̄) distributions are shown
in Fig. 2. The plots on the left are produced using the LUXQED PDF set, while those on the right using
the NNPDF3.0QED PDF set.
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The format of the plot is the same for each distribution and it is described in the following.
In each plot, the main panel displays the considered di↵erential cross section both at NNLO QCD

accuracy, the black line labelled as “QCD”, and including also the EW corrections, the red line labelled as
“QCD+EW”. Both QCD and QCD+EW predictions are provided in the main panel for the central scale.
The three insets below the main panel display ratios of di↵erent quantities always over the QCD prediction
at the central scale, i.e., normalised to the black line displayed in the main panel. In all the three insets we
plot as a red line the ratio of the central-scale predictions at QCD+EW and QCD accuracy, i.e., the ratio
of the red and black lines in the main panel.

In the first inset we also show as a red band around the red line the scale uncertainty due only to the
EW corrections in the numerator of this ratio. This quantity can be directly compared to the relative scale
uncertainty for the QCD prediction, which is clearly centered around one and shown as a gray band.

In the second inset we combine, scale by scale in the 7-point variation approach, the QCD prediction
and the EW corrections into the QCD+EW result and thus we provide the scale-uncertainty band (red) for
QCD+EW quantity. The gray band corresponds to the scale-uncertainty band of ⌃QCD, already shown in
the first inset.

The third inset is equivalent to the second one, but it concerns the PDF uncertainties. We combine, for
each one of the PDF members, the QCD prediction and the EW corrections into the QCD+EW result and
thus we provide the PDF uncertainty band (red) for QCD+EW quantity. The gray band corresponds to the
PDF uncertainty band for the QCD predictions. Similarly to all the previous insets, when the gray band
is covered by the red one, its borders are displayed as black dashed lines. [DP: brief description of 68% in
NNPDF and method in LUXQED? We may put them in a footnote? ]

As can be noted by Figs. 1 and 2, the e↵ect of EW corrections are in general within the NNLO QCD
scale uncertainty. A notable exception is the case of the pT,avt distribution with LUXQED. In the tail of this

1The PDF sets MRST2004QED and CT14QED also include QED e↵ects in the DGLAP evolution, but they are not
NNLO QCD accurate.
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where mT,t and mT,t̄ are the transverse masses of the top and antitop quarks. For the specific case of
the observable d�/dpT,avt ⌘ (d�/dpT (t) + d�/dpT (t̄))/2 we use as scale µ = 1

2 (mT,t) for d�/dpT (t) and
µ = 1

2mT,t̄ for d�/dpT (t̄). These scale choices have been lengthly studied and motivated in [1]. In all cases
theoretical uncertainties due to missing higher orders are estimated via the 7-point variation of µr and µf

in the interval {µ/2, 2µ} with 1/2  µr/µf  2.
For theoretical consistency, a set of PDF including QED e↵ects in the DGLAP evolution should always

be preferred whenever NLO EW corrections are computed. At the moment, the only two PDF sets that
include them and are also NNLO QCD accurate are NNPDF3.0QED and LUXQED. 1 Both sets have a
photon density, which induces additional contributions to the tt̄ production [2, 3]. As it has been discussed
in ref. [3], the usage of di↵erent PDF sets leads to a very di↵erent impact of photon-induced contributions
on tt̄ distributions. While in the case of NNPDF3.0QED the impact of photon-induced contributions is
relatively large and with very large uncertainties, in the case of LUXQED it is expected to be negligible.
For this reason we decided to show always predictions with both the PDF sets.

Distributions for pT,avt and m(tt̄) are shown in Fig. 1, while the yavt and y(tt̄) distributions are shown
in Fig. 2. The plots on the left are produced using the LUXQED PDF set, while those on the right using
the NNPDF3.0QED PDF set.

[DP: !!!! For the moment LUXQED is NNPDF3.0 with photon equal to zero!!!! We describe everything
as LUXQED is already there]

The format of the plot is the same for each distribution and it is described in the following.
In each plot, the main panel displays the considered di↵erential cross section both at NNLO QCD

accuracy, the black line labelled as “QCD”, and including also the EW corrections, the red line labelled as
“QCD+EW”. Both QCD and QCD+EW predictions are provided in the main panel for the central scale.
The three insets below the main panel display ratios of di↵erent quantities always over the QCD prediction
at the central scale, i.e., normalised to the black line displayed in the main panel. In all the three insets we
plot as a red line the ratio of the central-scale predictions at QCD+EW and QCD accuracy, i.e., the ratio
of the red and black lines in the main panel.

In the first inset we also show as a red band around the red line the scale uncertainty due only to the
EW corrections in the numerator of this ratio. This quantity can be directly compared to the relative scale
uncertainty for the QCD prediction, which is clearly centered around one and shown as a gray band.

In the second inset we combine, scale by scale in the 7-point variation approach, the QCD prediction
and the EW corrections into the QCD+EW result and thus we provide the scale-uncertainty band (red) for
QCD+EW quantity. The gray band corresponds to the scale-uncertainty band of ⌃QCD, already shown in
the first inset.

The third inset is equivalent to the second one, but it concerns the PDF uncertainties. We combine, for
each one of the PDF members, the QCD prediction and the EW corrections into the QCD+EW result and
thus we provide the PDF uncertainty band (red) for QCD+EW quantity. The gray band corresponds to the
PDF uncertainty band for the QCD predictions. Similarly to all the previous insets, when the gray band
is covered by the red one, its borders are displayed as black dashed lines. [DP: brief description of 68% in
NNPDF and method in LUXQED? We may put them in a footnote? ]

As can be noted by Figs. 1 and 2, the e↵ect of EW corrections are in general within the NNLO QCD
scale uncertainty. A notable exception is the case of the pT,avt distribution with LUXQED. In the tail of this

1The PDF sets MRST2004QED and CT14QED also include QED e↵ects in the DGLAP evolution, but they are not
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Abstract

Preliminary results

1. Introduction

.

.

.

.

.

.

2. Main results: NNLO QCD + EW corrections

In the following we present predictions at NNLO QCD accuracy including also EW corrections for tt̄
distributions at 13 TeV. In particular, we focus on distributions for the top-pair invariant mass m(tt̄), the
average transverse momentum (pT,avt) and rapidity (yavt) of the top and antitop quark, and the rapidity
of the tt̄ system, y(tt̄). In the cases of both pT,avt and yavt we do not calculate these observables on a
event-by-event base; we average the results of the histograms for the transverse momentum (rapidity) of the
top and the antitop.

In this section we linearly combine predictions at NNLO accuracy, i.e. including completeO(↵n
s ) terms up

to n = 4, with all the possible remaining LO and NLO terms arising from QCD and electroweak interactions
in the SM. In other words, at LO we include not only the purely QCD O(↵2

s) contribution, but also all the
O(↵s↵) and O(↵2) terms. Similarly, at NLO we take into account not only the O(↵3

s) contribution, the NLO
QCD, but also the O(↵2

s↵) one, the so-called NLO EW, and the subleading contributions of O(↵s↵
2) and

O(↵3). For brevity, we will denote as “EW corrections” the sum of all the LO and NLO terms of O(↵m
s ↵n)

with n > 0. The description of the single contributions and a discussion of their individual phenomenological
impact are postponed to Sec. 3, where also a more elaborate notation for the classification of the di↵erent
contributions will be introduced.

Our calculation is performed using the following input parameters

mt = 173.3 GeV , mH = 125.09 GeV , mW = 80.385 GeV , mZ = 91.1876 GeV , (2.1)

and setting all the other fermion masses to zero. All masses are renormalised on-shell and all decay widths
are set to zero. The renormalization of ↵s is performed in the 5 Flavour scheme (5FS), while EW parameters
are chosen in the Gµ-scheme, with

Gµ = 1.1663787 · 10�5 GeV�2 . (2.2)
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High-Precision Differential Predictions for Top-Quark Pairs at the LHC
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We present the first complete next-to-next-to-leading order (NNLO) QCD predictions for differ-
ential distributions in the top-quark pair production process at the LHC. Our results are derived
from a fully differential partonic Monte Carlo calculation with stable top quarks which involves no
approximations beyond the fixed-order truncation of the perturbation series. The NNLO correc-
tions improve the agreement between existing LHC measurements [V. Khachatryan et al. (CMS
Collaboration), Eur. Phys. J. C 75, 542 (2015)] and standard model predictions for the top-quark
transverse momentum distribution, thus helping alleviate one long-standing discrepancy. The shape
of the top-quark pair invariant mass distribution turns out to be stable with respect to radiative
corrections beyond NLO which increases the value of this observable as a place to search for physics
beyond the standard model. The results presented here provide essential input for parton distri-
bution function fits, implementation of higher-order effects in Monte Carlo generators as well as
top-quark mass and strong coupling determination.

INTRODUCTION

There is remarkable overall agreement between stan-
dard model (SM) predictions for top-quark pair produc-
tion and LHC measurements. Measurements of the total
inclusive cross section at 7, 8, and 13 TeV [1–5] agree well
with next-to-next-to leading order (NNLO) QCD pre-
dictions [6–11]. Differential measurements of final state
leptons and jets are generally well described by exist-
ing NLO QCD Monte Carlo (MC) generators. Concern-
ing top-quark differential distributions, the description of
the top-quark pT has long been in tension with data [12–
14]; see also the latest differential measurements in the
bulk [15] and boosted top [16] regions. The first 13 TeV
measurements have just appeared [17, 18] and they show
similar results; i.e., MC predictions tend to be harder
than data.

This “pT discrepancy” has long been a reason for con-
cern. Since the top quark is not measured directly, but
is inferred from its decay products, any discrepancy be-
tween top-quark-level data and SM prediction implies
that, potentially, the MC generators used in unfolding
the data may not be accurate enough in their description
of top-quark processes. With the top quark being a main
background in most searches for physics beyond the SM
(BSM), any discrepancy in the SM top-quark description
may potentially affect a broad class of processes at the
LHC, including BSM searches and Higgs physics.

The main “suspects” contributing to such a discrep-
ancy are higher order SM corrections to top-quark pair
production and possible deficiencies in MC event gener-
ators. A goal of this work is to derive the NNLO QCD
corrections to the top-quark pT spectrum at the LHC
and establish if these corrections bridge the gap between
LHC measurements, propagated back to top-quark level
with current MC event generators, and SM predictions
at the level of stable top quarks.
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FIG. 1: Normalized top-antitop pT distribution vs CMS
lepton+jets data [15]. NNLO error band from scale vari-
ation only. The lower panel shows the ratios LO/NNLO,
NLO/NNLO, and data/NNLO.

Our calculations are for the LHC at 8 TeV. They show
that the NNLO QCD corrections to the top-quark pT
spectrum are significant and must be taken into account
for proper modeling of this observable. The effect of
NNLO QCD correction is to soften the spectrum and
bring it closer to the 8 TeV CMS data [15]. In addition
to the top-quark pT, all major top-quark pair differential
distributions are studied as well.

Normalised distribution with smaller range 

We use a dynamical reference scale for the central values of the renormalization (µr) and factorization
(µf ) scales defined as

µ =
HT

4
=
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�
mT,t +mT,t̄

�
, (2.3)

where mT,t and mT,t̄ are the transverse masses of the top and antitop quarks. For the specific case of
the observable d�/dpT,avt ⌘ (d�/dpT (t) + d�/dpT (t̄))/2 we use as scale µ = 1

2 (mT,t) for d�/dpT (t) and
µ = 1

2mT,t̄ for d�/dpT (t̄). These scale choices have been lengthly studied and motivated in [1]. In all cases
theoretical uncertainties due to missing higher orders are estimated via the 7-point variation of µr and µf

in the interval {µ/2, 2µ} with 1/2  µr/µf  2.
For theoretical consistency, a set of PDF including QED e↵ects in the DGLAP evolution should always

be preferred whenever NLO EW corrections are computed. At the moment, the only two PDF sets that
include them and are also NNLO QCD accurate are NNPDF3.0QED and LUXQED. 1 Both sets have a
photon density, which induces additional contributions to the tt̄ production [2, 3]. As it has been discussed
in ref. [3], the usage of di↵erent PDF sets leads to a very di↵erent impact of photon-induced contributions
on tt̄ distributions. While in the case of NNPDF3.0QED the impact of photon-induced contributions is
relatively large and with very large uncertainties, in the case of LUXQED it is expected to be negligible.
For this reason we decided to show always predictions with both the PDF sets.

Distributions for pT,avt and m(tt̄) are shown in Fig. 1, while the yavt and y(tt̄) distributions are shown
in Fig. 2. The plots on the left are produced using the LUXQED PDF set, while those on the right using
the NNPDF3.0QED PDF set.

[DP: !!!! For the moment LUXQED is NNPDF3.0 with photon equal to zero!!!! We describe everything
as LUXQED is already there]

The format of the plot is the same for each distribution and it is described in the following.
In each plot, the main panel displays the considered di↵erential cross section both at NNLO QCD

accuracy, the black line labelled as “QCD”, and including also the EW corrections, the red line labelled as
“QCD+EW”. Both QCD and QCD+EW predictions are provided in the main panel for the central scale.
The three insets below the main panel display ratios of di↵erent quantities always over the QCD prediction
at the central scale, i.e., normalised to the black line displayed in the main panel. In all the three insets we
plot as a red line the ratio of the central-scale predictions at QCD+EW and QCD accuracy, i.e., the ratio
of the red and black lines in the main panel.

In the first inset we also show as a red band around the red line the scale uncertainty due only to the
EW corrections in the numerator of this ratio. This quantity can be directly compared to the relative scale
uncertainty for the QCD prediction, which is clearly centered around one and shown as a gray band.

In the second inset we combine, scale by scale in the 7-point variation approach, the QCD prediction
and the EW corrections into the QCD+EW result and thus we provide the scale-uncertainty band (red) for
QCD+EW quantity. The gray band corresponds to the scale-uncertainty band of ⌃QCD, already shown in
the first inset.

The third inset is equivalent to the second one, but it concerns the PDF uncertainties. We combine, for
each one of the PDF members, the QCD prediction and the EW corrections into the QCD+EW result and
thus we provide the PDF uncertainty band (red) for QCD+EW quantity. The gray band corresponds to the
PDF uncertainty band for the QCD predictions. Similarly to all the previous insets, when the gray band
is covered by the red one, its borders are displayed as black dashed lines. [DP: brief description of 68% in
NNPDF and method in LUXQED? We may put them in a footnote? ]

As can be noted by Figs. 1 and 2, the e↵ect of EW corrections are in general within the NNLO QCD
scale uncertainty. A notable exception is the case of the pT,avt distribution with LUXQED. In the tail of this

1The PDF sets MRST2004QED and CT14QED also include QED e↵ects in the DGLAP evolution, but they are not
NNLO QCD accurate.
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In the limit of a very hard 
trailing top, the same effects 
observed in the limit of very 
soft leading top are expected: 
pathologies at fixed order. 
They are not present in the 
average-pt distribution.

taken from Hindrichs talk 
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FIG. 1: The inclusive asymmetry in pure QCD (black) and
QCD+EW[28] (red). Capital letters (NLO, NNLO) corre-
spond to the unexpanded definition (2), while small letters
(nlo, nnlo) to the definition (3). The CDF/DØ (naive) av-
erage is from Ref. [29]. Error bands are from scale variation
only. Our final prediction corresponds to scenario 10.

ing in eq. (3).] The first definition, eq. (2), uses exact re-
sults in both numerator and denominator of eq. (1), while
the second, eq. (3), is the expansion of the ratio eq. (2) in
powers of αS . (Such an expansion is not, strictly speak-
ing, fully consistent since the αS expansion is performed
after convolution with pdf’s. Nevertheless, following the
existing literature, we consider it as an indication of the
sensitivity of AFB to missing higher order terms.)

In the present letter, we present differential asymme-
tries with the unexpanded definition (2) and without EW
corrections (see figs. 2,3,4). The inclusive asymmetry,
see fig. 1, is computed with both definitions (2) and (3)
including EW corrections. (EW corrections to Di are
neglected since EW effects to the total cross-section are
very small O(1%), see Refs. [57–61].) The numerator
factor NEW is taken from Table 2 in Ref. [28]. (We have
checked that the different pdf and mt used in Ref. [28]
have negligible impact on the QCD numerator N3 and
so we expect the same to hold for NEW.) Only for the
inclusive asymmetry we determine the scale variation by
keeping µR = µF (since the scale dependence of NEW is
published [28] only for µR = µF ). (We have checked that
for the pure QCD corrections to the total asymmetry the
difference with respect to scale uncertainty derived with
µR ̸= µF variation is negligible.) We also note that the
scale variation of AFB is derived from the consistent scale
variation of the ratio, i.e. both numerator and denom-
inator in eqs. (2) and (3) are computed for each scale
value.
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FIG. 2: The |∆y| differential asymmetry in pure QCD at
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62] data. Error bands are from scale variation only. For
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The highest bin contains overflow events.
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FIG. 3: As in fig. 2 but for the Mtt̄ differential asymmetry.
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DISCUSSION AND CONCLUSIONS

In fig. 1 we observe that the central values of the ex-
panded (3) and unexpanded (2) definitions of inclusive
AFB differ significantly at NLO but less so at NNLO.
While the unexpanded definition (2) closely resembles
the experimental setup, the consistency of the two def-
initions within uncertainties renders the question about
the more appropriate choice largely irrelevant. We also
note the small scale error for the expanded AFB defini-
tion (3) in pure QCD at both NLO and NNLO, which
appears too small to be realistic. The inclusion of EW
corrections, however, breaks this pattern and brings the
scale dependence in line with the unexpanded definition

Czakon, Fiedler, Mitov ’14
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Figure 2: Pair charge asymmetry Att̄(Y ) as a function of the mean rapidity Y = (yt + yt̄)/2. Solid line:
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⊥.

Table 1: Predicted asymmetries in the laboratory Alab and the tt̄ rest frame Att̄ at Tevatron. Predictions
are given also for samples with the top quark pair invariant mass mtt̄ above and below 450 GeV, and with
|Δy|= |yt − yt̄ | larger or smaller than one in the tt̄ rest frame.

laboratory Alab mtt̄ < 450 GeV mtt̄ > 450 GeV
SM 0.056 (7) 0.029 (2) 0.102 (9)

MCFM [8] 0.038 (6)
tt̄ rest frame Att̄ mtt̄ < 450 GeV mtt̄ > 450 GeV |Δy|< 1 |Δy|> 1

SM 0.087 (10) 0.062 (4) 0.128 (11) 0.057 (4) 0.193 (15)
MCFM [8] 0.058 (9) 0.040 (6) 0.088 (13) 0.039 (6) 0.123 (18)

and the asymmetry in the tt̄ rest frame

Att̄ =
N(yt > yt̄)−N(yt̄ > yt)
N(yt > yt̄)+N(yt̄ > yt)

. (3.3)

Results for both of them in the SM are listed in Table 1. These predictions include also the QED
and weak (strongly suppressed) corrections. Those corrections enhance the QCD asymmetry by
an overall factor 1.21, which is slightly different from Eq. (2.2) due to the deviation of the relative
amount of uū and dd̄ contributions from the simple approximation 4 : 1.

In order to compare theoretical results in the SM with the most recent measurements at Teva-
tron, predictions in Table 1 are presented also for samples withmtt̄ larger and smaller than 450 GeV,
and with |Δy| = |yt − yt̄ | larger and smaller than 1. It is also interesting to compare these results
with those based on a Monte Carlo prediction [8] based on MCFM [22]. The enhancement factor
of the SM result in Table 1 compared to MCFM of about 1.5 is easily understood: a factor 1.2 orig-
inates from the inclusion of QED effects. Another factor of about 1.3 originates from normalizing
with respect to the Born cross-section instead of the NLO result. Since the asymmetric part of the
cross-section is presently known to LO only we consider the normalization to the LO cross-section
more plausible [3, 4, 15, 16].

4

- EW contribution is relevant. 
- NLO≠NNLO, nlo~nnlo. 
- |NNLO-nnlo| < |NLO-nlo| 

What is already known:

The bulk of EW corrections is not a Sudakov effect, it is of QED origin and 
it can easily be obtained from NLO QCD calculation. 
Hollik, DP ’11

PDF uncertainties are negligible; there are large cancellations in the ratio.
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1 Introduction

AFB =
�+
QCD+EW � ��

QCD+EW

�+
QCD+EW + ��

QCD+EW

(1.1)

The availability of NNLO QCD predictions for stable top-pair production at the LHC,

both for the total cross-section [? ? ? ? ] with NNLL soft-gluon resummation [? ? ] and

for all the main di↵erential distributions [? ? ], has made it possible to compare Standard

Model (SM) theory with LHC data at the few-percent level accuracy. Such a high precision

has led, among others, to further scrutiny of the di↵erences between LHC measurements

[? ] and the ability of Monte-Carlo event generators to describe hadronic tt̄ production.

As a result of these ongoing studies, new MC developments are taking place, such as the

incorporation of non-resonant and interference e↵ects [? ? ], which builds upon previous

works that included NLO top decay corrections through-fixed order [? ? ? ? ? ] and/or

showered [? ? ? ] calculations.

One of the remaining ways for further improving SM theory predictions is by consis-

tently including the so called Electro-Weak (EW) corrections on top of the NNLO QCD

ones. Weak [? ? ? ? ? ? ? ? ? ], QED [? ] and EW (weak+QED) [? ? ? ? ? ]

corrections to top-quark pair production have been known for quite some time, and also

EW corrections to the fully o↵-shell dilepton signature are nowadays available [? ]. As it

has been documented in the literature, although EW e↵ects are rather small at the level

of total cross-section, they can have a sizeable impact on di↵erential distributions and also

on the top-quark charge asymmetry.

– 1 –
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As at the Tevatron, EW 
corrections are larger than 
the NNLO QCD scale 
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uncertainty is much smaller 
than experimental errors. 

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

A
c
[%

]

p p ! tt̄ (8 TeV)
µF, µR = HT /4
PDF4LHCLUX
band : scale variation

NLO

NNLO

NNLO+EW

0 200 400 600 800 1000
mtt̄ [GeV]

0.6
0.7
0.8
0.9
1.0
1.1
1.2
1.3
1.4

K
-f
a
ct

o
r

(NNLO+EW)/NNLO

NNLO/NLO

0 200 400 600 800 1000
mtt̄ [GeV]

�6

�4

�2

0

2

4

6

A
c[%

]

p p ! tt̄ (8 TeV)
µF, µR = HT /4
PDF4LHCLUX
band : scale + MC

NNLO+EW

ATLAS

CMS

32 The top quark forward-backward asymmetry

∆y (not yt) is invariant under a boost along the beam axis, thus it has the same value
in the partonic and in the hadronic rest frame. Conversely, at the LHC a central charge
asymmetry is used

Att̄
C =

σ(∆|y| > 0)− σ(∆|y| < 0)

σ(∆|y| > 0) + σ(∆|y| < 0)
, (4.5)

where ∆|y| = |yt|− |yt̄|.
In order to measure these quantities, the (anti)top momentum must be recon-

structed. This can be avoided measuring similar asymmetries that do not involve the
top quark momenta in their definitions, but the momenta of the leptons emerging in
the decays:

Al
FB =

σ(qlyl > 0)− σ(qlyl < 0)

σ(qlyl > 0) + σ(qlyl < 0)
, (4.6)

All
FB =

σ(∆η > 0)− σ(∆η < 0)

σ(∆η > 0) + σ(∆η < 0)
, (4.7)

All
C =

σ(∆|η| > 0)− σ(∆|η| < 0)

σ(∆|η| > 0) + σ(∆|η| < 0)
. (4.8)

Al
FB is used at the Tevatron with the semi-leptonic signature. yl is the rapidity of the

lepton, defined in analogy with eq. (4.2) for the case of the lepton, and ql is its charge.
All

FB and All
C are respectively used at the Tevatron and the LHC with the dileptonic

signature and depend on ∆η = ηl+ − ηl− and ∆|η| = |ηl+| − |ηl−|. The variables ηl+
and ηl− are the pseudorapidity of the positive and negative lepton, defined as

ηl+ =
1

2
log

(

|p⃗l+ |+ pzl+
|p⃗l+ |− pzl+

)

, ηl− =
1

2
log

(

|p⃗l−|+ pzl−
|p⃗l−|− pzl−

)

. (4.9)

In eq. (4.9), p⃗l+ and p⃗l− are respectively the three-momenta of l+ and l−; pzl+ and pzl−
are their components parallel to the beam axis and oriented in the direction of the
proton beam.

Practically, in the experiments, the number of events from the phase-space regions
defined by σ+ and σ− are simply counted. However, asymmetries are dimensionless
quantities; if experimental cuts are consistently taken into account, the definitions
listed before are equal to definitions in which cross sections are replaced by the number
of events. We list in Table 4.1 and Table 4.2. the values measured at the Tevatron and
the LHC for the asymmetries defined above. The values are taken from [31,105]; a list
of the previous measurements and their deviations from theoretical predictions can be
found in [106]. The measurements of App̄

FB was performed by CDF only in the 5.3 fm−1

analysis, in the new analyses this quantity has not been measured anymore. However,
some theoretical arguments can be easily explained using this particular definition and
thus we include it.
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asymmetry is used

Att̄
C =

σ(∆|y| > 0)− σ(∆|y| < 0)

σ(∆|y| > 0) + σ(∆|y| < 0)
, (4.5)

where ∆|y| = |yt|− |yt̄|.
In order to measure these quantities, the (anti)top momentum must be recon-

structed. This can be avoided measuring similar asymmetries that do not involve the
top quark momenta in their definitions, but the momenta of the leptons emerging in
the decays:

Al
FB =

σ(qlyl > 0)− σ(qlyl < 0)

σ(qlyl > 0) + σ(qlyl < 0)
, (4.6)

All
FB =

σ(∆η > 0)− σ(∆η < 0)

σ(∆η > 0) + σ(∆η < 0)
, (4.7)

All
C =

σ(∆|η| > 0)− σ(∆|η| < 0)

σ(∆|η| > 0) + σ(∆|η| < 0)
. (4.8)

Al
FB is used at the Tevatron with the semi-leptonic signature. yl is the rapidity of the

lepton, defined in analogy with eq. (4.2) for the case of the lepton, and ql is its charge.
All

FB and All
C are respectively used at the Tevatron and the LHC with the dileptonic

signature and depend on ∆η = ηl+ − ηl− and ∆|η| = |ηl+| − |ηl−|. The variables ηl+
and ηl− are the pseudorapidity of the positive and negative lepton, defined as

ηl+ =
1
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log

(

|p⃗l+ |+ pzl+
|p⃗l+ |− pzl+

)

, ηl− =
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. (4.9)

In eq. (4.9), p⃗l+ and p⃗l− are respectively the three-momenta of l+ and l−; pzl+ and pzl−
are their components parallel to the beam axis and oriented in the direction of the
proton beam.

Practically, in the experiments, the number of events from the phase-space regions
defined by σ+ and σ− are simply counted. However, asymmetries are dimensionless
quantities; if experimental cuts are consistently taken into account, the definitions
listed before are equal to definitions in which cross sections are replaced by the number
of events. We list in Table 4.1 and Table 4.2. the values measured at the Tevatron and
the LHC for the asymmetries defined above. The values are taken from [31,105]; a list
of the previous measurements and their deviations from theoretical predictions can be
found in [106]. The measurements of App̄

FB was performed by CDF only in the 5.3 fm−1

analysis, in the new analyses this quantity has not been measured anymore. However,
some theoretical arguments can be easily explained using this particular definition and
thus we include it.
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32 The top quark forward-backward asymmetry

∆y (not yt) is invariant under a boost along the beam axis, thus it has the same value
in the partonic and in the hadronic rest frame. Conversely, at the LHC a central charge
asymmetry is used

Att̄
C =

σ(∆|y| > 0)− σ(∆|y| < 0)

σ(∆|y| > 0) + σ(∆|y| < 0)
, (4.5)

where ∆|y| = |yt|− |yt̄|.
In order to measure these quantities, the (anti)top momentum must be recon-

structed. This can be avoided measuring similar asymmetries that do not involve the
top quark momenta in their definitions, but the momenta of the leptons emerging in
the decays:

Al
FB =

σ(qlyl > 0)− σ(qlyl < 0)

σ(qlyl > 0) + σ(qlyl < 0)
, (4.6)

All
FB =

σ(∆η > 0)− σ(∆η < 0)

σ(∆η > 0) + σ(∆η < 0)
, (4.7)

All
C =

σ(∆|η| > 0)− σ(∆|η| < 0)

σ(∆|η| > 0) + σ(∆|η| < 0)
. (4.8)

Al
FB is used at the Tevatron with the semi-leptonic signature. yl is the rapidity of the

lepton, defined in analogy with eq. (4.2) for the case of the lepton, and ql is its charge.
All

FB and All
C are respectively used at the Tevatron and the LHC with the dileptonic

signature and depend on ∆η = ηl+ − ηl− and ∆|η| = |ηl+| − |ηl−|. The variables ηl+
and ηl− are the pseudorapidity of the positive and negative lepton, defined as

ηl+ =
1

2
log

(

|p⃗l+ |+ pzl+
|p⃗l+ |− pzl+

)

, ηl− =
1

2
log

(

|p⃗l−|+ pzl−
|p⃗l−|− pzl−

)

. (4.9)

In eq. (4.9), p⃗l+ and p⃗l− are respectively the three-momenta of l+ and l−; pzl+ and pzl−
are their components parallel to the beam axis and oriented in the direction of the
proton beam.

Practically, in the experiments, the number of events from the phase-space regions
defined by σ+ and σ− are simply counted. However, asymmetries are dimensionless
quantities; if experimental cuts are consistently taken into account, the definitions
listed before are equal to definitions in which cross sections are replaced by the number
of events. We list in Table 4.1 and Table 4.2. the values measured at the Tevatron and
the LHC for the asymmetries defined above. The values are taken from [31,105]; a list
of the previous measurements and their deviations from theoretical predictions can be
found in [106]. The measurements of App̄

FB was performed by CDF only in the 5.3 fm−1

analysis, in the new analyses this quantity has not been measured anymore. However,
some theoretical arguments can be easily explained using this particular definition and
thus we include it.
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∆y (not yt) is invariant under a boost along the beam axis, thus it has the same value
in the partonic and in the hadronic rest frame. Conversely, at the LHC a central charge
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where ∆|y| = |yt|− |yt̄|.
In order to measure these quantities, the (anti)top momentum must be recon-

structed. This can be avoided measuring similar asymmetries that do not involve the
top quark momenta in their definitions, but the momenta of the leptons emerging in
the decays:

Al
FB =

σ(qlyl > 0)− σ(qlyl < 0)

σ(qlyl > 0) + σ(qlyl < 0)
, (4.6)

All
FB =

σ(∆η > 0)− σ(∆η < 0)

σ(∆η > 0) + σ(∆η < 0)
, (4.7)

All
C =

σ(∆|η| > 0)− σ(∆|η| < 0)

σ(∆|η| > 0) + σ(∆|η| < 0)
. (4.8)

Al
FB is used at the Tevatron with the semi-leptonic signature. yl is the rapidity of the

lepton, defined in analogy with eq. (4.2) for the case of the lepton, and ql is its charge.
All

FB and All
C are respectively used at the Tevatron and the LHC with the dileptonic

signature and depend on ∆η = ηl+ − ηl− and ∆|η| = |ηl+| − |ηl−|. The variables ηl+
and ηl− are the pseudorapidity of the positive and negative lepton, defined as

ηl+ =
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In eq. (4.9), p⃗l+ and p⃗l− are respectively the three-momenta of l+ and l−; pzl+ and pzl−
are their components parallel to the beam axis and oriented in the direction of the
proton beam.

Practically, in the experiments, the number of events from the phase-space regions
defined by σ+ and σ− are simply counted. However, asymmetries are dimensionless
quantities; if experimental cuts are consistently taken into account, the definitions
listed before are equal to definitions in which cross sections are replaced by the number
of events. We list in Table 4.1 and Table 4.2. the values measured at the Tevatron and
the LHC for the asymmetries defined above. The values are taken from [31,105]; a list
of the previous measurements and their deviations from theoretical predictions can be
found in [106]. The measurements of App̄

FB was performed by CDF only in the 5.3 fm−1

analysis, in the new analyses this quantity has not been measured anymore. However,
some theoretical arguments can be easily explained using this particular definition and
thus we include it.
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32 The top quark forward-backward asymmetry

∆y (not yt) is invariant under a boost along the beam axis, thus it has the same value
in the partonic and in the hadronic rest frame. Conversely, at the LHC a central charge
asymmetry is used

Att̄
C =

σ(∆|y| > 0)− σ(∆|y| < 0)

σ(∆|y| > 0) + σ(∆|y| < 0)
, (4.5)

where ∆|y| = |yt|− |yt̄|.
In order to measure these quantities, the (anti)top momentum must be recon-

structed. This can be avoided measuring similar asymmetries that do not involve the
top quark momenta in their definitions, but the momenta of the leptons emerging in
the decays:

Al
FB =

σ(qlyl > 0)− σ(qlyl < 0)

σ(qlyl > 0) + σ(qlyl < 0)
, (4.6)

All
FB =

σ(∆η > 0)− σ(∆η < 0)

σ(∆η > 0) + σ(∆η < 0)
, (4.7)

All
C =

σ(∆|η| > 0)− σ(∆|η| < 0)

σ(∆|η| > 0) + σ(∆|η| < 0)
. (4.8)

Al
FB is used at the Tevatron with the semi-leptonic signature. yl is the rapidity of the

lepton, defined in analogy with eq. (4.2) for the case of the lepton, and ql is its charge.
All

FB and All
C are respectively used at the Tevatron and the LHC with the dileptonic

signature and depend on ∆η = ηl+ − ηl− and ∆|η| = |ηl+| − |ηl−|. The variables ηl+
and ηl− are the pseudorapidity of the positive and negative lepton, defined as

ηl+ =
1

2
log

(

|p⃗l+ |+ pzl+
|p⃗l+ |− pzl+

)

, ηl− =
1

2
log

(

|p⃗l−|+ pzl−
|p⃗l−|− pzl−

)

. (4.9)

In eq. (4.9), p⃗l+ and p⃗l− are respectively the three-momenta of l+ and l−; pzl+ and pzl−
are their components parallel to the beam axis and oriented in the direction of the
proton beam.

Practically, in the experiments, the number of events from the phase-space regions
defined by σ+ and σ− are simply counted. However, asymmetries are dimensionless
quantities; if experimental cuts are consistently taken into account, the definitions
listed before are equal to definitions in which cross sections are replaced by the number
of events. We list in Table 4.1 and Table 4.2. the values measured at the Tevatron and
the LHC for the asymmetries defined above. The values are taken from [31,105]; a list
of the previous measurements and their deviations from theoretical predictions can be
found in [106]. The measurements of App̄

FB was performed by CDF only in the 5.3 fm−1

analysis, in the new analyses this quantity has not been measured anymore. However,
some theoretical arguments can be easily explained using this particular definition and
thus we include it.
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∆y (not yt) is invariant under a boost along the beam axis, thus it has the same value
in the partonic and in the hadronic rest frame. Conversely, at the LHC a central charge
asymmetry is used

Att̄
C =

σ(∆|y| > 0)− σ(∆|y| < 0)

σ(∆|y| > 0) + σ(∆|y| < 0)
, (4.5)

where ∆|y| = |yt|− |yt̄|.
In order to measure these quantities, the (anti)top momentum must be recon-

structed. This can be avoided measuring similar asymmetries that do not involve the
top quark momenta in their definitions, but the momenta of the leptons emerging in
the decays:

Al
FB =

σ(qlyl > 0)− σ(qlyl < 0)

σ(qlyl > 0) + σ(qlyl < 0)
, (4.6)

All
FB =

σ(∆η > 0)− σ(∆η < 0)

σ(∆η > 0) + σ(∆η < 0)
, (4.7)

All
C =

σ(∆|η| > 0)− σ(∆|η| < 0)

σ(∆|η| > 0) + σ(∆|η| < 0)
. (4.8)

Al
FB is used at the Tevatron with the semi-leptonic signature. yl is the rapidity of the

lepton, defined in analogy with eq. (4.2) for the case of the lepton, and ql is its charge.
All

FB and All
C are respectively used at the Tevatron and the LHC with the dileptonic

signature and depend on ∆η = ηl+ − ηl− and ∆|η| = |ηl+| − |ηl−|. The variables ηl+
and ηl− are the pseudorapidity of the positive and negative lepton, defined as

ηl+ =
1
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)
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. (4.9)

In eq. (4.9), p⃗l+ and p⃗l− are respectively the three-momenta of l+ and l−; pzl+ and pzl−
are their components parallel to the beam axis and oriented in the direction of the
proton beam.

Practically, in the experiments, the number of events from the phase-space regions
defined by σ+ and σ− are simply counted. However, asymmetries are dimensionless
quantities; if experimental cuts are consistently taken into account, the definitions
listed before are equal to definitions in which cross sections are replaced by the number
of events. We list in Table 4.1 and Table 4.2. the values measured at the Tevatron and
the LHC for the asymmetries defined above. The values are taken from [31,105]; a list
of the previous measurements and their deviations from theoretical predictions can be
found in [106]. The measurements of App̄

FB was performed by CDF only in the 5.3 fm−1

analysis, in the new analyses this quantity has not been measured anymore. However,
some theoretical arguments can be easily explained using this particular definition and
thus we include it.
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1 Introduction

AFB =
�+
QCD+EW � ��

QCD+EW

�+
QCD+EW + ��

QCD+EW

(1.1)

AFB(pT,tt̄ < pcutT,tt̄) (1.2)

The availability of NNLO QCD predictions for stable top-pair production at the LHC,

both for the total cross-section [? ? ? ? ] with NNLL soft-gluon resummation [? ? ] and

for all the main di↵erential distributions [? ? ], has made it possible to compare Standard

Model (SM) theory with LHC data at the few-percent level accuracy. Such a high precision

has led, among others, to further scrutiny of the di↵erences between LHC measurements

[? ] and the ability of Monte-Carlo event generators to describe hadronic tt̄ production.

As a result of these ongoing studies, new MC developments are taking place, such as the

incorporation of non-resonant and interference e↵ects [? ? ], which builds upon previous

works that included NLO top decay corrections through-fixed order [? ? ? ? ? ] and/or

showered [? ? ? ] calculations.

One of the remaining ways for further improving SM theory predictions is by consis-

tently including the so called Electro-Weak (EW) corrections on top of the NNLO QCD

ones. Weak [? ? ? ? ? ? ? ? ? ], QED [? ] and EW (weak+QED) [? ? ? ? ? ]

corrections to top-quark pair production have been known for quite some time, and also

EW corrections to the fully o↵-shell dilepton signature are nowadays available [? ]. As it

has been documented in the literature, although EW e↵ects are rather small at the level
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Conclusion

In pt distributions at 13 TeV EW corrections are outside the NNLO QCD scale-
uncertainty band (for LUXQED). Additively combining EW corrections, the 
total scale uncertainty is larger than with QCD only. 

We provided predictions at NNLO QCD accuracy and including EW 
corrections (complete-NLO) for ttbar production at the LHC (8, 13 TeV). 
Both differential distributions and asymmetries have been considered.

The combination in the multiplicative approach leads to a reduction of scale 
uncertainties. Still, in pt distribution, EW corrections are comparable to the total 
theory uncertainty (scale+PDF), and QCD and QCDxEW bands do not overlap.

more results and histograms available at 
http://www.precision.hep.phy.cam.ac.uk/results/ttbar-nnloqcd-nloew/ 

 

Results are strongly affected by the photon PDF parametrization (LUXqed vs. 
NNPDF3.0) and LUXqed should be preferred. 
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46

(j) [GeV]TP
0 500 1000 1500 2000

 [p
b/

bi
n]

T
dP
σd

4−10

3−10

2−10

1−10
1

10

210

310 no cut
(t) > 0.5 TeV

T
p

(t) > 1 TeV
T

p

(t)/2), LHC13
T

=mµj (tt

) [GeV]t(TP
0 500 1000 1500 2000

 [p
b/

bi
n]

T
dP
σd

5−10

4−10

3−10

2−10

1−10
1

10

210

310 no cut
(t) > 0.5 TeV

T
p

(t) > 1 TeV
T

p

(t)/2), LHC13
T

=mµj (tt
(j) > 10 GeV

T
p



Checks EW and QCD factorisation
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In this work we reevaluated all the contributions that are presented in in the last term of (8).
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Figure 1: Born diagrams

In Fig. 1 all the tree level diagrams of the subprocesses qq̄ → tt̄ and gg → tt̄ are shown2. From the
squared modules |Mqq̄→g→tt̄|

2 and |Mgḡ→tt̄|
2 we obtainD0 the LO cross section, from |Mqq̄→γ→tt̄+

Mqq̄→Z→tt̄|
2 instead we get the O(α2) term of the numerator of AFB. Indeed the cross section

obtained by s-channel γ, Z amplitudes contains a term (9) that contributes to AFB thanks to the
different couplings of Z with different chiralities.

dσasym

d cos θ
= 2πα2 cos θ

(

1−
4m2

t

s

)[

κ
QqQtAqAt

(s−M2
Z)

+ 2κ2AqAtVqVt
s

(s−M2
Z)

2

]

(9)

κ =
1

4 sin2(θW ) cos2(θW )
Vq = T 3

q − 2Qq sin
2(θW ) Aq = T 3

q

The interference of qq̄ → γ, Z → tt̄ and qq̄ → g → tt̄ is zero because the color structure, so we don’t
have O(αsα) terms3 in N and D.

The O(α3
s) terms that contributes to N come from four partonic processes: qq̄ → tt̄, qq̄ → tt̄g,

qg → tt̄q and q̄g → tt̄q̄. In the first case these corrections comes from the interference of the 1-loop
corrections of QCD and the Born amplitude, in the other ones simply from the tree level amplitude.
All the vertex and self-energies 1-loop correction don’t generate any asymmetric term, so only the
boxes are relevant for our purpose (Fig. 2). Box integrals don’t produce ultraviolet and collinear
divergences, only infrared singularities can arise. After regularization through a mass term λ for
the gluon4, the dependence of the result on λ can be cancelled adding soft gluon terms that account

2Higgs s-channel is completely negligible
3qq̄ → tt̄ presents O(α) W mediated t-channel diagrams leading to non-vanishing contribution to the O(αsα) of

N (with q = d) and D (with q = d, s, b). Unfortunately, this term are strongly suppressed by CKM matrix (with
q = d, s) or by parton distributions (with q = b).

4We don’t have trigluon vertex, so we don’t break the gauge symmetry

3

At LO partonic processes are not asymmetric. 
QCD produces the asymmetry only at NLO! 
NLO in the cross-section, LO in AFB 

2 Theoretical prevision

Before starting the analysis of the non-vanishing partonic contributions to AFB , it’s worth noting
that the initial state pp̄ is basic to get:

App̄
FB = App̄

C =
σ(yt > 0)− σ(yt̄ > 0)

σ(yt > 0) + σ(yt̄ > 0)
(5a)

AFB ̸= 0 (5b)

Under a CP transformation a top quark with rapidity y becomes an antitop with asymmetry −y
so, assuming CP conserving interactions, (5a) is true thanks to the CP symmetric initial state.
Obviously also an Att̄

C charge asymmetry can be defined and Att̄
FB = Att̄

C .
In the case of pp collision the initial state is not only non-invariant under CP, it doesn’t exhibit a
preferred direction along the axis of the collision, so AFB it would be trivially equal to zero.
It is useful, for the analysis of AFB in the pp̄ case, to see in a more detailed way why (5b) is not true
in the pp collision. The hadronic collision is constituted by partonic subprocesses p1p2 → tt̄+X that
can be born with p1(p2) coming from the first(second) hadron H1(H2) or from H2(H1). Given a
kinematic configuration of p1p2 → tt̄+X , if it contributes to σ(yt > 0) in the H1(H2) configuration
it contributes with the same partonic weight also to σ(yt < 0) in the H2(H1) configuration. So the
total contribution to App̄

FB is non vanishing only if the weight coming from the parton distributions
is different, that is if:

fp1,H1
(x1)fp2,H2

(x2) ̸= fp1,H2
(x1)fp2,H1

(x2) (6)

where fpi,Hj
(xi) is the parton distribution of the parton pi in the hadron Hj . The same argument

applies also to Att̄
FB with or without cuts on Mtt̄ or ∆y .

At LHC H1 = H2 so AFB is equal to zero, at Tevatron (6) is not generally true but it can be used
to distinguish which subprocesses can give rise to contribution to AFB .
Now we can start to look at the partonic subprocesses that generate a tt̄ pair. At the Born order the
partonic processes are qq̄ → tt̄ and gg → tt̄ so, if we forget for a moment electroweak interactions,
the denominator in AFB (total cross section) is O(α2

s) at leading order. The numerator is instead
O(α3

s) at LO, indeed gg → tt̄ and qq̄ → tt̄ with q ̸= u, d are excluded by (6) and uū(dd̄) → tt̄
partonic cross section is symmetric under yt → −yt. The exclusion of gg → tt̄ and qq̄ → tt̄ with
q ̸= u, d doesn’t depend on the perturbative order, so thanks to (6) we can exclude these partonic
processes for the next calculations1.
Writing the numerator and the denominator of AFB in powers of αs we obtain

AFB =
N

D
=

α3
sN1 + α4

sN2 + · · ·

α2
sD0 + α3

sD1 + · · ·
=

αs

D0
(N1 + αs(N2 −N1D1/D0)) + · · · . (7)

The terms up to 1 loop have been already calculated (D0, D1, N1), instead only some parts of
N2 are known. The inclusion of the N1D1/D0 term without N2 could worsen the perturbative
approximation of the exact result, so we are allowed to use only the Born cross section in the
denominator and the O(α3

s) term in the numerator.
We can also rewrite N and D including EW corrections, and the leading contribution (excluding
the O(α2

s) terms) are

AFB =
N

D
=

α2Ñ0 + α3
sN1 + α2

sαÑ1 + α4
sN2 + · · ·

α2D̃0 + α2
sD0 + α3

sD1 + α2
sαD̃1 + · · ·

= αs
N1

D0
+ α

Ñ1

D0
+

α2

α2
s

Ñ0

D0
+ · · · (8)

1We know that there are PDFs with s(x) ̸= s̄(x), but the effect is negligible.
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In this work we reevaluated all the contributions that are presented in in the last term of (8).
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Figure 1: Born diagrams

In Fig. 1 all the tree level diagrams of the subprocesses qq̄ → tt̄ and gg → tt̄ are shown2. From the
squared modules |Mqq̄→g→tt̄|

2 and |Mgḡ→tt̄|
2 we obtainD0 the LO cross section, from |Mqq̄→γ→tt̄+

Mqq̄→Z→tt̄|
2 instead we get the O(α2) term of the numerator of AFB. Indeed the cross section

obtained by s-channel γ, Z amplitudes contains a term (9) that contributes to AFB thanks to the
different couplings of Z with different chiralities.
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The interference of qq̄ → γ, Z → tt̄ and qq̄ → g → tt̄ is zero because the color structure, so we don’t
have O(αsα) terms3 in N and D.

The O(α3
s) terms that contributes to N come from four partonic processes: qq̄ → tt̄, qq̄ → tt̄g,

qg → tt̄q and q̄g → tt̄q̄. In the first case these corrections comes from the interference of the 1-loop
corrections of QCD and the Born amplitude, in the other ones simply from the tree level amplitude.
All the vertex and self-energies 1-loop correction don’t generate any asymmetric term, so only the
boxes are relevant for our purpose (Fig. 2). Box integrals don’t produce ultraviolet and collinear
divergences, only infrared singularities can arise. After regularization through a mass term λ for
the gluon4, the dependence of the result on λ can be cancelled adding soft gluon terms that account

2Higgs s-channel is completely negligible
3qq̄ → tt̄ presents O(α) W mediated t-channel diagrams leading to non-vanishing contribution to the O(αsα) of

N (with q = d) and D (with q = d, s, b). Unfortunately, this term are strongly suppressed by CKM matrix (with
q = d, s) or by parton distributions (with q = b).

4We don’t have trigluon vertex, so we don’t break the gauge symmetry

3

At LO partonic processes are not asymmetric. 
QCD produces the asymmetry only at NLO! 
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2 Theoretical prevision

Before starting the analysis of the non-vanishing partonic contributions to AFB , it’s worth noting
that the initial state pp̄ is basic to get:

App̄
FB = App̄

C =
σ(yt > 0)− σ(yt̄ > 0)

σ(yt > 0) + σ(yt̄ > 0)
(5a)

AFB ̸= 0 (5b)

Under a CP transformation a top quark with rapidity y becomes an antitop with asymmetry −y
so, assuming CP conserving interactions, (5a) is true thanks to the CP symmetric initial state.
Obviously also an Att̄

C charge asymmetry can be defined and Att̄
FB = Att̄

C .
In the case of pp collision the initial state is not only non-invariant under CP, it doesn’t exhibit a
preferred direction along the axis of the collision, so AFB it would be trivially equal to zero.
It is useful, for the analysis of AFB in the pp̄ case, to see in a more detailed way why (5b) is not true
in the pp collision. The hadronic collision is constituted by partonic subprocesses p1p2 → tt̄+X that
can be born with p1(p2) coming from the first(second) hadron H1(H2) or from H2(H1). Given a
kinematic configuration of p1p2 → tt̄+X , if it contributes to σ(yt > 0) in the H1(H2) configuration
it contributes with the same partonic weight also to σ(yt < 0) in the H2(H1) configuration. So the
total contribution to App̄

FB is non vanishing only if the weight coming from the parton distributions
is different, that is if:

fp1,H1
(x1)fp2,H2

(x2) ̸= fp1,H2
(x1)fp2,H1

(x2) (6)

where fpi,Hj
(xi) is the parton distribution of the parton pi in the hadron Hj . The same argument

applies also to Att̄
FB with or without cuts on Mtt̄ or ∆y .

At LHC H1 = H2 so AFB is equal to zero, at Tevatron (6) is not generally true but it can be used
to distinguish which subprocesses can give rise to contribution to AFB .
Now we can start to look at the partonic subprocesses that generate a tt̄ pair. At the Born order the
partonic processes are qq̄ → tt̄ and gg → tt̄ so, if we forget for a moment electroweak interactions,
the denominator in AFB (total cross section) is O(α2

s) at leading order. The numerator is instead
O(α3

s) at LO, indeed gg → tt̄ and qq̄ → tt̄ with q ̸= u, d are excluded by (6) and uū(dd̄) → tt̄
partonic cross section is symmetric under yt → −yt. The exclusion of gg → tt̄ and qq̄ → tt̄ with
q ̸= u, d doesn’t depend on the perturbative order, so thanks to (6) we can exclude these partonic
processes for the next calculations1.
Writing the numerator and the denominator of AFB in powers of αs we obtain

AFB =
N

D
=

α3
sN1 + α4

sN2 + · · ·

α2
sD0 + α3

sD1 + · · ·
=

αs

D0
(N1 + αs(N2 −N1D1/D0)) + · · · . (7)

The terms up to 1 loop have been already calculated (D0, D1, N1), instead only some parts of
N2 are known. The inclusion of the N1D1/D0 term without N2 could worsen the perturbative
approximation of the exact result, so we are allowed to use only the Born cross section in the
denominator and the O(α3

s) term in the numerator.
We can also rewrite N and D including EW corrections, and the leading contribution (excluding
the O(α2

s) terms) are
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D
=
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1We know that there are PDFs with s(x) ̸= s̄(x), but the effect is negligible.
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for the emission of gluon with mass λ and Eg < ∆E. These soft gluon terms must include only the
interference of initial and final state gluon to cancel the IR-divergence of the box, anyway the price
we pay is a dependence on ∆E. In the case of the real emission of gluon only the interference of
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Figure 3: Real emissions of gluon

initial and final state radiation gives asymmetric term5, so demanding hard gluon with Eg > ∆E
and combining the result with soft gluon emission and loop correction, we finally obtain the total
effect of the O(α3

s) of the inclusive production of tt̄ induced by qq̄, independent of ∆E.
qg → tt̄q and q̄g → tt̄q̄ tree level diagram are the same of qq̄ → tt̄g with ingoing q̄(q) and outgoing
g crossed, so it’s easy to understand how asymmetric term can arise, but its contribution to AFB

is numerically negligible.

In order to analyze the O(α2
sα) it’s useful to divide QED corrections from the pure weak ones. In

the QED sector we obtain contributions to O(α2
sα) of N from three6 partonic processes: qq̄ → tt̄,

qq̄ → tt̄g and qq̄ → tt̄γ. If we start from the first case, we find that it can be calculated simply
substituting with a photon propagator one of the three gluon propagator that appears in the O(α3

s)
interference of boxes and tree level amplitudes.
The only differences between the calculation of O(α3

s) and of QED O(α2
sα) are the couplings and

the presence of SU(3) generators in the vertexes, so summing over color in the final state and

5These diagram are shown in Fig. 3, also a diagram with the trigluon vertex can be drawn, but it doesn’t give
any contribution to AFB

6Also γq → tt̄q and γq̄ → tt̄q̄ can contribute, but their contribution is negligible
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In Fig. 1 all the tree level diagrams of the subprocesses qq̄ → tt̄ and gg → tt̄ are shown2. From the
squared modules |Mqq̄→g→tt̄|

2 and |Mgḡ→tt̄|
2 we obtainD0 the LO cross section, from |Mqq̄→γ→tt̄+

Mqq̄→Z→tt̄|
2 instead we get the O(α2) term of the numerator of AFB. Indeed the cross section

obtained by s-channel γ, Z amplitudes contains a term (9) that contributes to AFB thanks to the
different couplings of Z with different chiralities.
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The interference of qq̄ → γ, Z → tt̄ and qq̄ → g → tt̄ is zero because the color structure, so we don’t
have O(αsα) terms3 in N and D.

The O(α3
s) terms that contributes to N come from four partonic processes: qq̄ → tt̄, qq̄ → tt̄g,

qg → tt̄q and q̄g → tt̄q̄. In the first case these corrections comes from the interference of the 1-loop
corrections of QCD and the Born amplitude, in the other ones simply from the tree level amplitude.
All the vertex and self-energies 1-loop correction don’t generate any asymmetric term, so only the
boxes are relevant for our purpose (Fig. 2). Box integrals don’t produce ultraviolet and collinear
divergences, only infrared singularities can arise. After regularization through a mass term λ for
the gluon4, the dependence of the result on λ can be cancelled adding soft gluon terms that account

2Higgs s-channel is completely negligible
3qq̄ → tt̄ presents O(α) W mediated t-channel diagrams leading to non-vanishing contribution to the O(αsα) of

N (with q = d) and D (with q = d, s, b). Unfortunately, this term are strongly suppressed by CKM matrix (with
q = d, s) or by parton distributions (with q = b).

4We don’t have trigluon vertex, so we don’t break the gauge symmetry
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initial and final state radiation gives asymmetric term5, so demanding hard gluon with Eg > ∆E
and combining the result with soft gluon emission and loop correction, we finally obtain the total
effect of the O(α3

s) of the inclusive production of tt̄ induced by qq̄, independent of ∆E.
qg → tt̄q and q̄g → tt̄q̄ tree level diagram are the same of qq̄ → tt̄g with ingoing q̄(q) and outgoing
g crossed, so it’s easy to understand how asymmetric term can arise, but its contribution to AFB

is numerically negligible.

In order to analyze the O(α2
sα) it’s useful to divide QED corrections from the pure weak ones. In

the QED sector we obtain contributions to O(α2
sα) of N from three6 partonic processes: qq̄ → tt̄,

qq̄ → tt̄g and qq̄ → tt̄γ. If we start from the first case, we find that it can be calculated simply
substituting with a photon propagator one of the three gluon propagator that appears in the O(α3

s)
interference of boxes and tree level amplitudes.
The only differences between the calculation of O(α3

s) and of QED O(α2
sα) are the couplings and

the presence of SU(3) generators in the vertexes, so summing over color in the final state and

5These diagram are shown in Fig. 3, also a diagram with the trigluon vertex can be drawn, but it doesn’t give
any contribution to AFB

6Also γq → tt̄q and γq̄ → tt̄q̄ can contribute, but their contribution is negligible
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2 Theoretical prevision

Before starting the analysis of the non-vanishing partonic contributions to AFB , it’s worth noting
that the initial state pp̄ is basic to get:

App̄
FB = App̄

C =
σ(yt > 0)− σ(yt̄ > 0)

σ(yt > 0) + σ(yt̄ > 0)
(5a)

AFB ̸= 0 (5b)

Under a CP transformation a top quark with rapidity y becomes an antitop with asymmetry −y
so, assuming CP conserving interactions, (5a) is true thanks to the CP symmetric initial state.
Obviously also an Att̄

C charge asymmetry can be defined and Att̄
FB = Att̄

C .
In the case of pp collision the initial state is not only non-invariant under CP, it doesn’t exhibit a
preferred direction along the axis of the collision, so AFB it would be trivially equal to zero.
It is useful, for the analysis of AFB in the pp̄ case, to see in a more detailed way why (5b) is not true
in the pp collision. The hadronic collision is constituted by partonic subprocesses p1p2 → tt̄+X that
can be born with p1(p2) coming from the first(second) hadron H1(H2) or from H2(H1). Given a
kinematic configuration of p1p2 → tt̄+X , if it contributes to σ(yt > 0) in the H1(H2) configuration
it contributes with the same partonic weight also to σ(yt < 0) in the H2(H1) configuration. So the
total contribution to App̄

FB is non vanishing only if the weight coming from the parton distributions
is different, that is if:

fp1,H1
(x1)fp2,H2

(x2) ̸= fp1,H2
(x1)fp2,H1

(x2) (6)

where fpi,Hj
(xi) is the parton distribution of the parton pi in the hadron Hj . The same argument

applies also to Att̄
FB with or without cuts on Mtt̄ or ∆y .

At LHC H1 = H2 so AFB is equal to zero, at Tevatron (6) is not generally true but it can be used
to distinguish which subprocesses can give rise to contribution to AFB .
Now we can start to look at the partonic subprocesses that generate a tt̄ pair. At the Born order the
partonic processes are qq̄ → tt̄ and gg → tt̄ so, if we forget for a moment electroweak interactions,
the denominator in AFB (total cross section) is O(α2

s) at leading order. The numerator is instead
O(α3

s) at LO, indeed gg → tt̄ and qq̄ → tt̄ with q ̸= u, d are excluded by (6) and uū(dd̄) → tt̄
partonic cross section is symmetric under yt → −yt. The exclusion of gg → tt̄ and qq̄ → tt̄ with
q ̸= u, d doesn’t depend on the perturbative order, so thanks to (6) we can exclude these partonic
processes for the next calculations1.
Writing the numerator and the denominator of AFB in powers of αs we obtain
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sN2 + · · ·
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sD1 + · · ·
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The terms up to 1 loop have been already calculated (D0, D1, N1), instead only some parts of
N2 are known. The inclusion of the N1D1/D0 term without N2 could worsen the perturbative
approximation of the exact result, so we are allowed to use only the Born cross section in the
denominator and the O(α3

s) term in the numerator.
We can also rewrite N and D including EW corrections, and the leading contribution (excluding
the O(α2

s) terms) are
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1We know that there are PDFs with s(x) ̸= s̄(x), but the effect is negligible.
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gg initial state doesn’t contribute to Tevatron and LHC asymmetry numerator! 
 q-qbar QCD contribution only from interaction between initial and final state! 



2 Theoretical prevision

Before starting the analysis of the non-vanishing partonic contributions to AFB , it’s worth noting
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App̄
FB = App̄

C =
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σ(yt > 0) + σ(yt̄ > 0)
(5a)

AFB ̸= 0 (5b)

Under a CP transformation a top quark with rapidity y becomes an antitop with asymmetry −y
so, assuming CP conserving interactions, (5a) is true thanks to the CP symmetric initial state.
Obviously also an Att̄

C charge asymmetry can be defined and Att̄
FB = Att̄

C .
In the case of pp collision the initial state is not only non-invariant under CP, it doesn’t exhibit a
preferred direction along the axis of the collision, so AFB it would be trivially equal to zero.
It is useful, for the analysis of AFB in the pp̄ case, to see in a more detailed way why (5b) is not true
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N2 are known. The inclusion of the N1D1/D0 term without N2 could worsen the perturbative
approximation of the exact result, so we are allowed to use only the Born cross section in the
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It’s useful to divide electroweak contribution into 
QED (photon) and weak (Z) part. 

QED QED can be easily obtained from QCD calculation and the substitution of one 
gluon into one photon in the squared amplitudes. 
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Figure 4: Three different way of replacing one gluon with a photon in the propagator of the
interference of Fig. 2 and qq̄ → g → tt̄

averaging in the initial state we find that
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=
F tt̄
QED(αs,α, Qt, Qq)

F tt̄
QCD(αs)

(10)
where F tt̄

QED and F tt̄
QCD don’t depend on external momenta and helicities. We reexamined the

calculations and we found that, in front of the QED part of the formula shown in [8], there should
be an overall factor three, which comes from the three different replacements of the gluon propagator
(Fig. 4). Following their argument we can identify the color structure and the couplings of QCD
(F tt̄

QCD) and QED (F tt̄
QED) cases, and obtain the ratio of them.

F tt̄
QCD =

g6s
9
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AtBtC)
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2QqQt
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}

=
6g4se
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9
QtQq (11b)

In F tt̄
QCD there are two different color structures and the result depends on d2 = dABCdABC = 40

3

that arises from Tr(tAtBtC) = 1
4 (if

ABC+dABC), F tt̄
QED instead depends on the charges of incoming

quarks (Qq) and top (Qt), ntt̄ = 3 due to the three cases shown in Fig. 4.
Also qq̄ → tt̄g and qq̄ → tt̄γ subprocess can be evaluated through the results obtained for qq̄ → tt̄g
in the QCD case and the substitution of a gluon with a photon.
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for the emission of gluon with mass λ and Eg < ∆E. These soft gluon terms must include only the
interference of initial and final state gluon to cancel the IR-divergence of the box, anyway the price
we pay is a dependence on ∆E. In the case of the real emission of gluon only the interference of
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Figure 3: Real emissions of gluon

initial and final state radiation gives asymmetric term5, so demanding hard gluon with Eg > ∆E
and combining the result with soft gluon emission and loop correction, we finally obtain the total
effect of the O(α3

s) of the inclusive production of tt̄ induced by qq̄, independent of ∆E.
qg → tt̄q and q̄g → tt̄q̄ tree level diagram are the same of qq̄ → tt̄g with ingoing q̄(q) and outgoing
g crossed, so it’s easy to understand how asymmetric term can arise, but its contribution to AFB

is numerically negligible.

In order to analyze the O(α2
sα) it’s useful to divide QED corrections from the pure weak ones. In

the QED sector we obtain contributions to O(α2
sα) of N from three6 partonic processes: qq̄ → tt̄,

qq̄ → tt̄g and qq̄ → tt̄γ. If we start from the first case, we find that it can be calculated simply
substituting with a photon propagator one of the three gluon propagator that appears in the O(α3

s)
interference of boxes and tree level amplitudes.
The only differences between the calculation of O(α3

s) and of QED O(α2
sα) are the couplings and

the presence of SU(3) generators in the vertexes, so summing over color in the final state and

5These diagram are shown in Fig. 3, also a diagram with the trigluon vertex can be drawn, but it doesn’t give
any contribution to AFB

6Also γq → tt̄q and γq̄ → tt̄q̄ can contribute, but their contribution is negligible

4

In this work we reevaluated all the contributions that are presented in in the last term of (8).
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In Fig. 1 all the tree level diagrams of the subprocesses qq̄ → tt̄ and gg → tt̄ are shown2. From the
squared modules |Mqq̄→g→tt̄|

2 and |Mgḡ→tt̄|
2 we obtainD0 the LO cross section, from |Mqq̄→γ→tt̄+

Mqq̄→Z→tt̄|
2 instead we get the O(α2) term of the numerator of AFB. Indeed the cross section

obtained by s-channel γ, Z amplitudes contains a term (9) that contributes to AFB thanks to the
different couplings of Z with different chiralities.

dσasym

d cos θ
= 2πα2 cos θ

(

1−
4m2

t

s

)[

κ
QqQtAqAt

(s−M2
Z)

+ 2κ2AqAtVqVt
s

(s−M2
Z)

2

]

(9)

κ =
1

4 sin2(θW ) cos2(θW )
Vq = T 3

q − 2Qq sin
2(θW ) Aq = T 3

q

The interference of qq̄ → γ, Z → tt̄ and qq̄ → g → tt̄ is zero because the color structure, so we don’t
have O(αsα) terms3 in N and D.

The O(α3
s) terms that contributes to N come from four partonic processes: qq̄ → tt̄, qq̄ → tt̄g,

qg → tt̄q and q̄g → tt̄q̄. In the first case these corrections comes from the interference of the 1-loop
corrections of QCD and the Born amplitude, in the other ones simply from the tree level amplitude.
All the vertex and self-energies 1-loop correction don’t generate any asymmetric term, so only the
boxes are relevant for our purpose (Fig. 2). Box integrals don’t produce ultraviolet and collinear
divergences, only infrared singularities can arise. After regularization through a mass term λ for
the gluon4, the dependence of the result on λ can be cancelled adding soft gluon terms that account

2Higgs s-channel is completely negligible
3qq̄ → tt̄ presents O(α) W mediated t-channel diagrams leading to non-vanishing contribution to the O(αsα) of

N (with q = d) and D (with q = d, s, b). Unfortunately, this term are strongly suppressed by CKM matrix (with
q = d, s) or by parton distributions (with q = b).

4We don’t have trigluon vertex, so we don’t break the gauge symmetry

3



2 Theoretical prevision

Before starting the analysis of the non-vanishing partonic contributions to AFB , it’s worth noting
that the initial state pp̄ is basic to get:

App̄
FB = App̄

C =
σ(yt > 0)− σ(yt̄ > 0)

σ(yt > 0) + σ(yt̄ > 0)
(5a)

AFB ̸= 0 (5b)

Under a CP transformation a top quark with rapidity y becomes an antitop with asymmetry −y
so, assuming CP conserving interactions, (5a) is true thanks to the CP symmetric initial state.
Obviously also an Att̄

C charge asymmetry can be defined and Att̄
FB = Att̄

C .
In the case of pp collision the initial state is not only non-invariant under CP, it doesn’t exhibit a
preferred direction along the axis of the collision, so AFB it would be trivially equal to zero.
It is useful, for the analysis of AFB in the pp̄ case, to see in a more detailed way why (5b) is not true
in the pp collision. The hadronic collision is constituted by partonic subprocesses p1p2 → tt̄+X that
can be born with p1(p2) coming from the first(second) hadron H1(H2) or from H2(H1). Given a
kinematic configuration of p1p2 → tt̄+X , if it contributes to σ(yt > 0) in the H1(H2) configuration
it contributes with the same partonic weight also to σ(yt < 0) in the H2(H1) configuration. So the
total contribution to App̄

FB is non vanishing only if the weight coming from the parton distributions
is different, that is if:

fp1,H1
(x1)fp2,H2

(x2) ̸= fp1,H2
(x1)fp2,H1

(x2) (6)

where fpi,Hj
(xi) is the parton distribution of the parton pi in the hadron Hj . The same argument

applies also to Att̄
FB with or without cuts on Mtt̄ or ∆y .

At LHC H1 = H2 so AFB is equal to zero, at Tevatron (6) is not generally true but it can be used
to distinguish which subprocesses can give rise to contribution to AFB .
Now we can start to look at the partonic subprocesses that generate a tt̄ pair. At the Born order the
partonic processes are qq̄ → tt̄ and gg → tt̄ so, if we forget for a moment electroweak interactions,
the denominator in AFB (total cross section) is O(α2

s) at leading order. The numerator is instead
O(α3

s) at LO, indeed gg → tt̄ and qq̄ → tt̄ with q ̸= u, d are excluded by (6) and uū(dd̄) → tt̄
partonic cross section is symmetric under yt → −yt. The exclusion of gg → tt̄ and qq̄ → tt̄ with
q ̸= u, d doesn’t depend on the perturbative order, so thanks to (6) we can exclude these partonic
processes for the next calculations1.
Writing the numerator and the denominator of AFB in powers of αs we obtain

AFB =
N

D
=

α3
sN1 + α4

sN2 + · · ·

α2
sD0 + α3

sD1 + · · ·
=

αs

D0
(N1 + αs(N2 −N1D1/D0)) + · · · . (7)

The terms up to 1 loop have been already calculated (D0, D1, N1), instead only some parts of
N2 are known. The inclusion of the N1D1/D0 term without N2 could worsen the perturbative
approximation of the exact result, so we are allowed to use only the Born cross section in the
denominator and the O(α3

s) term in the numerator.
We can also rewrite N and D including EW corrections, and the leading contribution (excluding
the O(α2

s) terms) are

AFB =
N

D
=

α2Ñ0 + α3
sN1 + α2

sαÑ1 + α4
sN2 + · · ·
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Ñ1
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s
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+ · · · (8)

1We know that there are PDFs with s(x) ̸= s̄(x), but the effect is negligible.
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It’s useful to divide electroweak contribution into 
QED (photon) and weak (Z) part. 

QED QED can be easily obtained from QCD calculation and the substitution of one 
gluon into one photon in the squared amplitudes. 
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QED and F tt̄
QCD don’t depend on external momenta and helicities. We reexamined the

calculations and we found that, in front of the QED part of the formula shown in [8], there should
be an overall factor three, which comes from the three different replacements of the gluon propagator
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The first equation in (14a) is trivial, we couldn’t get the cancellation of the infrared singularity
without it. The same arguments applies also to equation (14b) that underlines how infrared finite-
ness for QED corrections can be obtained only combining tt̄, tt̄g and tt̄γ final states.
The O(α2

sα) of qq̄ → tt̄g comes from the interference of qq̄ → g → tt̄g (Fig. 3) and qq̄ → γ → tt̄g
(Fig. 5). This terms can be obtained from the results calculated in the QCD case, with the replace-
ment of one gluonic propagator with a photonic one and the right couplings, as we did in the case of
qq̄ → tt̄. The only difference is the number of replaceable gluonic propagators in the interferences
term: in the qq̄ → tt̄g case they are only two and not three.
The O(α2

sα) of qq̄ → tt̄γ comes from the squared module of the sum of qq̄ → g → tt̄γ diagrams
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(Fig. 6), and again its value can be obtained by the QCD case of the different process qq̄ → tt̄g.
In this case the particle replaced in the amplitudes is not virtual but real, so there is a one-to-one
relation between diagrams involved in QCD and QED cases.
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for the emission of gluon with mass λ and Eg < ∆E. These soft gluon terms must include only the
interference of initial and final state gluon to cancel the IR-divergence of the box, anyway the price
we pay is a dependence on ∆E. In the case of the real emission of gluon only the interference of

q

q

t

t

g
g

t q

q

t

t
g

g

t

q

q

t

t

g

q

g q

q

t
t

g
q

g

Figure 3: Real emissions of gluon

initial and final state radiation gives asymmetric term5, so demanding hard gluon with Eg > ∆E
and combining the result with soft gluon emission and loop correction, we finally obtain the total
effect of the O(α3

s) of the inclusive production of tt̄ induced by qq̄, independent of ∆E.
qg → tt̄q and q̄g → tt̄q̄ tree level diagram are the same of qq̄ → tt̄g with ingoing q̄(q) and outgoing
g crossed, so it’s easy to understand how asymmetric term can arise, but its contribution to AFB

is numerically negligible.

In order to analyze the O(α2
sα) it’s useful to divide QED corrections from the pure weak ones. In

the QED sector we obtain contributions to O(α2
sα) of N from three6 partonic processes: qq̄ → tt̄,

qq̄ → tt̄g and qq̄ → tt̄γ. If we start from the first case, we find that it can be calculated simply
substituting with a photon propagator one of the three gluon propagator that appears in the O(α3

s)
interference of boxes and tree level amplitudes.
The only differences between the calculation of O(α3

s) and of QED O(α2
sα) are the couplings and

the presence of SU(3) generators in the vertexes, so summing over color in the final state and

5These diagram are shown in Fig. 3, also a diagram with the trigluon vertex can be drawn, but it doesn’t give
any contribution to AFB

6Also γq → tt̄q and γq̄ → tt̄q̄ can contribute, but their contribution is negligible
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initial and final state radiation gives asymmetric term5, so demanding hard gluon with Eg > ∆E
and combining the result with soft gluon emission and loop correction, we finally obtain the total
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In this work we reevaluated all the contributions that are presented in in the last term of (8).
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In Fig. 1 all the tree level diagrams of the subprocesses qq̄ → tt̄ and gg → tt̄ are shown2. From the
squared modules |Mqq̄→g→tt̄|

2 and |Mgḡ→tt̄|
2 we obtainD0 the LO cross section, from |Mqq̄→γ→tt̄+

Mqq̄→Z→tt̄|
2 instead we get the O(α2) term of the numerator of AFB. Indeed the cross section

obtained by s-channel γ, Z amplitudes contains a term (9) that contributes to AFB thanks to the
different couplings of Z with different chiralities.

dσasym

d cos θ
= 2πα2 cos θ

(

1−
4m2

t

s

)[

κ
QqQtAqAt

(s−M2
Z)

+ 2κ2AqAtVqVt
s

(s−M2
Z)

2

]

(9)

κ =
1

4 sin2(θW ) cos2(θW )
Vq = T 3

q − 2Qq sin
2(θW ) Aq = T 3

q

The interference of qq̄ → γ, Z → tt̄ and qq̄ → g → tt̄ is zero because the color structure, so we don’t
have O(αsα) terms3 in N and D.

The O(α3
s) terms that contributes to N come from four partonic processes: qq̄ → tt̄, qq̄ → tt̄g,

qg → tt̄q and q̄g → tt̄q̄. In the first case these corrections comes from the interference of the 1-loop
corrections of QCD and the Born amplitude, in the other ones simply from the tree level amplitude.
All the vertex and self-energies 1-loop correction don’t generate any asymmetric term, so only the
boxes are relevant for our purpose (Fig. 2). Box integrals don’t produce ultraviolet and collinear
divergences, only infrared singularities can arise. After regularization through a mass term λ for
the gluon4, the dependence of the result on λ can be cancelled adding soft gluon terms that account

2Higgs s-channel is completely negligible
3qq̄ → tt̄ presents O(α) W mediated t-channel diagrams leading to non-vanishing contribution to the O(αsα) of

N (with q = d) and D (with q = d, s, b). Unfortunately, this term are strongly suppressed by CKM matrix (with
q = d, s) or by parton distributions (with q = b).

4We don’t have trigluon vertex, so we don’t break the gauge symmetry

3

#(QED  diagrams) 
= 

3 #(QCD  diagrams)



QED correction can be obtained 
from QCD × RQED
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2 Theoretical prevision

Before starting the analysis of the non-vanishing partonic contributions to AFB , it’s worth noting
that the initial state pp̄ is basic to get:

App̄
FB = App̄

C =
σ(yt > 0)− σ(yt̄ > 0)

σ(yt > 0) + σ(yt̄ > 0)
(5a)

AFB ̸= 0 (5b)

Under a CP transformation a top quark with rapidity y becomes an antitop with asymmetry −y
so, assuming CP conserving interactions, (5a) is true thanks to the CP symmetric initial state.
Obviously also an Att̄

C charge asymmetry can be defined and Att̄
FB = Att̄

C .
In the case of pp collision the initial state is not only non-invariant under CP, it doesn’t exhibit a
preferred direction along the axis of the collision, so AFB it would be trivially equal to zero.
It is useful, for the analysis of AFB in the pp̄ case, to see in a more detailed way why (5b) is not true
in the pp collision. The hadronic collision is constituted by partonic subprocesses p1p2 → tt̄+X that
can be born with p1(p2) coming from the first(second) hadron H1(H2) or from H2(H1). Given a
kinematic configuration of p1p2 → tt̄+X , if it contributes to σ(yt > 0) in the H1(H2) configuration
it contributes with the same partonic weight also to σ(yt < 0) in the H2(H1) configuration. So the
total contribution to App̄

FB is non vanishing only if the weight coming from the parton distributions
is different, that is if:

fp1,H1
(x1)fp2,H2

(x2) ̸= fp1,H2
(x1)fp2,H1

(x2) (6)

where fpi,Hj
(xi) is the parton distribution of the parton pi in the hadron Hj . The same argument

applies also to Att̄
FB with or without cuts on Mtt̄ or ∆y .

At LHC H1 = H2 so AFB is equal to zero, at Tevatron (6) is not generally true but it can be used
to distinguish which subprocesses can give rise to contribution to AFB .
Now we can start to look at the partonic subprocesses that generate a tt̄ pair. At the Born order the
partonic processes are qq̄ → tt̄ and gg → tt̄ so, if we forget for a moment electroweak interactions,
the denominator in AFB (total cross section) is O(α2

s) at leading order. The numerator is instead
O(α3

s) at LO, indeed gg → tt̄ and qq̄ → tt̄ with q ̸= u, d are excluded by (6) and uū(dd̄) → tt̄
partonic cross section is symmetric under yt → −yt. The exclusion of gg → tt̄ and qq̄ → tt̄ with
q ̸= u, d doesn’t depend on the perturbative order, so thanks to (6) we can exclude these partonic
processes for the next calculations1.
Writing the numerator and the denominator of AFB in powers of αs we obtain

AFB =
N
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α3
sN1 + α4

sN2 + · · ·

α2
sD0 + α3

sD1 + · · ·
=

αs

D0
(N1 + αs(N2 −N1D1/D0)) + · · · . (7)

The terms up to 1 loop have been already calculated (D0, D1, N1), instead only some parts of
N2 are known. The inclusion of the N1D1/D0 term without N2 could worsen the perturbative
approximation of the exact result, so we are allowed to use only the Born cross section in the
denominator and the O(α3

s) term in the numerator.
We can also rewrite N and D including EW corrections, and the leading contribution (excluding
the O(α2

s) terms) are
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N

D
=
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sN1 + α2

sαÑ1 + α4
sN2 + · · ·
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s
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+ · · · (8)

1We know that there are PDFs with s(x) ̸= s̄(x), but the effect is negligible.
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Weak
Z is not massless → If we write Weak=QCD × RWeak. 

RWeak does not depend only on couplings and color factor

The same diagrams as QED part, but γ → Z.
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In this work we reevaluated all the contributions that are presented in in the last term of (8).

q

q

t

tγ
q

q

t

tZ

q

q

t

tg

g

g

t

tg

g

g

t

t
t

g

g

t

tt

Figure 1: Born diagrams

In Fig. 1 all the tree level diagrams of the subprocesses qq̄ → tt̄ and gg → tt̄ are shown2. From the
squared modules |Mqq̄→g→tt̄|

2 and |Mgḡ→tt̄|
2 we obtainD0 the LO cross section, from |Mqq̄→γ→tt̄+

Mqq̄→Z→tt̄|
2 instead we get the O(α2) term of the numerator of AFB. Indeed the cross section

obtained by s-channel γ, Z amplitudes contains a term (9) that contributes to AFB thanks to the
different couplings of Z with different chiralities.
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4 sin2(θW ) cos2(θW )
Vq = T 3

q − 2Qq sin
2(θW ) Aq = T 3

q

The interference of qq̄ → γ, Z → tt̄ and qq̄ → g → tt̄ is zero because the color structure, so we don’t
have O(αsα) terms3 in N and D.

The O(α3
s) terms that contributes to N come from four partonic processes: qq̄ → tt̄, qq̄ → tt̄g,

qg → tt̄q and q̄g → tt̄q̄. In the first case these corrections comes from the interference of the 1-loop
corrections of QCD and the Born amplitude, in the other ones simply from the tree level amplitude.
All the vertex and self-energies 1-loop correction don’t generate any asymmetric term, so only the
boxes are relevant for our purpose (Fig. 2). Box integrals don’t produce ultraviolet and collinear
divergences, only infrared singularities can arise. After regularization through a mass term λ for
the gluon4, the dependence of the result on λ can be cancelled adding soft gluon terms that account

2Higgs s-channel is completely negligible
3qq̄ → tt̄ presents O(α) W mediated t-channel diagrams leading to non-vanishing contribution to the O(αsα) of

N (with q = d) and D (with q = d, s, b). Unfortunately, this term are strongly suppressed by CKM matrix (with
q = d, s) or by parton distributions (with q = b).

4We don’t have trigluon vertex, so we don’t break the gauge symmetry

3

Different couplings for different 
chiralities produce asymmetric 
terms in the cross-section
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Finally we see, thanks to the relations (14), that the O(α2
sα) of QED for qq̄ → tt̄ +X is equal to

the O(α3
s) times RQED(Qq)

RQED(Qq) =
αÑQED

1

αsN1
=

F tt̄
QED

F tt̄
QCD

= QqQt
36

5

α

αs
(15)

The pure weak contribution to the O(α2
sα) is depicted by the same diagrams of qq̄ → tt̄ and qq̄ → tt̄g

in the QED case, but with the photon substituted by Z. We aren’t able anymore to express their
contributions through the QCD result and a simple Rweak factor, indeed now the replacement of a
gluon with a Z introduces the mass of Z in the propagators. We could neglect the mass of Z for

the qq̄ → tt̄g case because the ratio of m2
Z and the threshold is very small ( m2

Z

4m2
t
= 0.06), but in

the boxes amplitude the virtuality of Z is not constrained, so the loop integral is different from the
QED case. We can only repeat the calculation following the phase space slicing method exposed
for the O(α3

s) case.
It’s worth noting that also qq̄ → tt̄Z could contribute to this order, but here this process is ignored
because its value is very tiny (10−5 in AFB) due to the effect of mZ in the phase space integration.
The same argument applies to ud̄ → tt̄W+ and Higgs radiation.
We could expect that also one loop weak corrections to the qq̄g vertex (iΛµ) give rise to contribution
to AFB , but they don’t. Looking at the terms that can appear in iΛµ:

iΛµ = −igst
A α

4π

[

γµFV + γµγ5GA +
(pq̄ − pq)µ

2mq
FM + (pq̄ + pq)µγ5GE

]

(16)

we can see that, in the interference with Born amplitude, terms proportional to GE and GA vanish
and obviously γµFV doesn’t contribute to AFB, otherwise also O(α2

s) would be relevant. In [9] we
see that also the term proportional to FM vanishes in the AFB calculation.

3 Numerical results

All the numerical results have been calculated with the help of Feynarts [10] and Formcalc[11] and
using the phase space slicing method . The values of the physical input parameter are:

α−1 = 137.035 mt = 172.0 GeV mZ = 91.1875 GeV mW = 80.399 GeV (17)

We chose MRST2004QED parton distributions for NLO calculations and MRST2001LO for LO,
but the values of αs(µ) given by the two distributions is different for fixed µ, so we used αs(µ) of
MRST2004QED also for the evaluation of the cross sections at LO [5]. The same value (µ) was
used also for the factorization scale, and numerical results are presented with three different scale
(µ = mt/2,mt, 2mt). In Tab. 1 there are the results obtained for the cross sections, that is the
denominator of AFB. The different terms in the numerator of Att̄

FB and App̄
FB are listed7 in Tab. 3

and the correspondent contributions to the asymmetry in Tab. 4.
The QED part of the O(α2
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              QED is the dominant contribution of the electroweak corrections. 
 It is stable under factorization and renormalization scale variation. 

yield contributions to AFB which are numerically not important [5].
In order to analyze the electroweak O(α2

sα) terms, it is useful to separate the QED contributions
involving photons from the weak contributions with Z bosons. In the QED sector we obtain the
O(α2

sα) contributions to N from three classes of partonic processes: qq̄ → tt̄, qq̄ → tt̄g and qq̄ → tt̄γ.
The first case is the virtual-photon contribution, which can be obtained from the QCD analogue,
namely the O(α3

s) interference of box and tree-level amplitudes, by substituting successively each
one of the three internal gluons by a photon, as displayed in Figure 4.
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Figure 4: Different ways of QED–QCD interference at O(α2
sα)

The essential differences between the calculation of the O(α3
s) and of QED O(α2

sα) terms are
the coupling constants and the appearance of the SU(3) generators in the strong vertices. Summing
over color in the final state and averaging in the initial state we find for the virtual contributions
to the antisymmetric cross section the following ratio,

|Mtt̄|
2

O(α2
s
α),asym

|Mtt̄|
2

O(α3
s
),asym

=
2Re

(

Mtt̄
O(α)M

tt̄ ∗
O(α2

s
)

)

asym
+ 2Re

(

Mtt̄
O(αs)

Mtt̄ ∗
O(αsα)

)

asym

2Re
(

Mtt̄
O(αs)

Mtt̄ ∗
O(α2

s
)

)

asym

=
F tt̄
QED(αs,α, Qt, Qq)

F tt̄
QCD(αs)

(8)
that can be expressed in terms of two factors F tt̄

QED and F tt̄
QCD depending only on coupling constants

and color traces,

F tt̄
QCD =

g6s
9
δADδBF δECTr(t

AtBtC)
[1

2
Tr

(

tDtEtF
)

+
1

2
Tr

(

tDtF tE
)

]

=
g6s

16 · 9
d2, (9a)

F tt̄
QED = ntt̄

{g4se
2QqQt

9
δACδBDTr(tAtB)Tr(tCtD)

}

=
6g4se

2

9
QtQq. (9b)

F tt̄
QCD contains two different color structures and the result depends on d2 = dABCdABC = 40

3 ,

which arises from Tr(tAtBtC) = 1
4 (if

ABC + dABC). F tt̄
QED instead depends on the charges of the

incoming quarks (Qq) and of the top quark (Qt), together with ntt̄ = 3 corresponding to Figure 4.

4

 u and d have different charges: contributions of opposite sign for  

(a) Att̄
FB

Att̄
FB µ = mt/2 µ = mt µ = 2mt

O(α3
s) uū 7.01% 6.29% 5.71%

O(α3
s) dd̄ 1.16% 1.03% 0.92%

O(α2
sα)QED uū 1.35% 1.35% 1.35%

O(α2
sα)QED dd̄ -0.11% -0.11% -0.11%

O(α2
sα)weak uū 0.16% 0.16% 0.16%

O(α2
sα)weak dd̄ -0.04% -0.04% -0.04%

O(α2) uū 0.18% 0.23% 0.28%

O(α2) dd̄ 0.02% 0.03% 0.03%

tot pp̄ 9.72% 8.93% 8.31%

(b) App̄
FB

App̄
FB µ = mt/2 µ = mt µ = 2mt

O(α3
s) uū 4.66% 4.19% 3.78%

O(α3
s) dd̄ 0.75% 0.66% 0.59%

O(α2
sα)QED uū 0.90% 0.90% 0.90%

O(α2
sα)QED dd̄ -0.07% -0.07% -0.07%

O(α2
sα)weak uū 0.10% 0.10% 0.10%

O(α2
sα)weak dd̄ -0.03% -0.03% -0.03%

O(α2) uū 0.11% 0.14% 0.17%

O(α2) dd̄ 0.01% 0.02% 0.02%

tot pp̄ 6.42% 5.92% 5.43%

Table 4: Individual and total contributions to Att̄
FB and App̄
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- RQED depend only on the 
renormalization scale, not on 
AFB definitions and cuts. 
(with fixed scales)  

Forward-backward asymmetry 



Charge asymmetry 
At the LHC same partonic processes, but different partonic luminosities. 

The gluon-gluon luminosity is larger, so the asymmetry is smaller. 
Gluon-quark initial states start to be “interesting” (per mill). 

The ratio of integrated luminosities      /      at the Tevatron(LHC) is 4(2).  
The cancellation between QED contributions is bigger. The EW contribution 
at the LHC is in general smaller (~ 15%, 20% of QCD contribution).   

exhibit small, but non-zero SM-induced charge asymmetries and are useful in discriminating
between various new physics models which were proposed to explain the Tevatron asymmetry.
In the following analysis of various LHC charge asymmetries, we have taken into account in
the computation of the respective numerators the O(α3

s) QCD and the O(α2) and O(α2
sα)

electroweak contributions as outlined in Sect. 2.1. As mentioned above, the antisymmetric
contributions from qg fusion of O(α3

s) are not negligible at the LHC. For completeness, we
take into account also the mixed QCD-QED corrections of O(αα2

s) to qg fusion – see below.
The denominators of the asymmetries are evaluated again with LO QCD matrix elements
and the NLO PDF set CTEQ6.6M.

Central and edge charge asymmetry

Choosing a cut yc on the rapidities of the t and t̄ quarks, one may define central and edge
(or forward) charge asymmetries AC , AE [6, 18, 19]:

AC(yc) =
N(|yt| ≤ yc)−N(|yt̄| ≤ yc)

N(|yt| ≤ yc) +N(|yt̄| ≤ yc)
, (4)

AE(yc) =
N(yc ≤ |yt|)−N(yc ≤ |yt̄|)
N(yc ≤ |yt|) +N(yc ≤ |yt̄|)

, (5)

where the (anti)top rapidities are defined in the laboratory frame. The above discussion
tells us that for suitably chosen yc, the central asymmetry AC(yc) < 0 and AE(yc) > 0
in the SM. Because the fraction of qq̄ initiated tt̄ events, σqq̄→tt̄/σtt̄, is enhanced in the
forward/backward region, AE will in general be larger than |AC |. On the other hand, the
event numbers decrease rapidly with increasing |y|; i.e., yc must be chosen appropriately for
each of these observables in order to optimize the statistical sensitivity of AE .
For the computation of the central asymmetry we choose yc = 1 and take into account tt̄
events with Mtt ≥ Mc. We choose Mc = 2mt, 0.5 TeV, 0.7 TeV and 1 TeV. The various
contributions to the numerator and the resulting values of AC(yc = 1) at 7 TeV center-of-
mass energy are given in Table 4. The size of the O(αα2

s) mixed QCD-QED corrections to
qq̄ initiated contributions relative to those of O(α3

s) QCD is now ∼ 13%, which, as already
mentioned in Sect. 2.1, is due to the fact that the ratio of uū versus dd̄ annihilation is 2:1
at the LHC as compared to 4 : 1 for pp̄ collisions. The size of the O(α3

s) QCD contributions
from qg fusion amount to about 5% (Mc = 2mt) of the qq̄ contributions. At

√
s = 14 TeV

andMc = 1 TeV, they rise to ∼ 17%. Here, and also for all other LHC asymmetries discussed
below, we take into account also the mixed QCD-QED corrections of O(αα2

s) to qg → tt̄q
which are of the same order of magnitude as the mixed QCD-weak corrections of O(αα2

s),
as shown in Table 4. The size of these corrections can be easily understood. By diagram
inspection at the level of initial partons one obtains that the ratio fq = O(αα2

s)QED/O(α3
s)

for qg → tt̄q is given by

fq =
4αQqQt

αsd2abc/4
=

24αQqQt

5αs

, (6)

where d2abc = 40/3. For pp collisions at the LHC one gets therefore the ratio

fQED =
4fu + 2fd

6
=

16α

15αs

. (7)
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√
s yc = 0.5 yc = 1 yc = 2

7 TeV QCD: AE (%) 0.35 (1) 0.90 (3) 3.16 (6)
QCD + EW: AE (%) 0.39 (2) 1.04 (4) 3.69 (7)

8 TeV QCD: AE (%) 0.29 (1) 0.74 (3) 2.69 (6)
QCD + EW: AE (%) 0.31 (2) 0.86 (3) 3.24 (6)

14 TeV QCD: AE (%) 0.12 (1) 0.32 (1) 1.28 (5)
QCD + EW: AE (%) 0.14 (1) 0.37 (3) 1.49 (9)

Table 7: The edge asymmetry AE as a function of yc for the LHC at 7, 8, and 14 TeV. The
uncertainties are due to scale variations.

√
s Mc = 2mt 0.5 TeV 0.7 TeV 1 TeV

7 TeV QCD: A∆|y|
C (%) 1.07 (4) 1.27 (4) 1.68 (4) 2.06 (5)

QCD + EW: A∆|y|
C (%) 1.23 (5) 1.48 (4) 1.95 (4) 2.40 (6)

8 TeV QCD: A∆|y|
C (%) 0.96 (4) 1.14 (4) 1.48 (4) 1.85 (4)

QCD + EW: A∆|y|
C (%) 1.11 (4) 1.33 (5) 1.73 (5) 2.20 (5)

Mc = 2mt 0.5 TeV 1 TeV 2 TeV

14 TeV QCD: A∆|y|
C (%) 0.58 (3) 0.74 (3) 1.11 (5) 1.72 (10)

QCD + EW: A∆|y|
C (%) 0.67 (4) 0.86 (5) 1.32 (8) 2.12 (10)

Table 8: The charge asymmetry A∆|y|
C defined in (8) at the LHC, for Mtt̄ ≥ Mc.

The experimental results of the CMS and ATLAS collaborations are given in Table 10. The
results agree, within the present uncertainties, with the SM predictions given above6.
The recent CMS analysis [14], based on a data sample of Lint = 4.7 fb−1, measured the

charge asymmetry A∆|y|
C also differentially; in particular as a function of Mtt̄. The respective

data given in [14] agree, within the still large experimental errors, with our SM prediction

of the Mtt̄ dependence of A∆|y|
C given in Table 8.

Boosted charge asymmetry

Another way to enhance the tt̄ charge asymmetries at the LHC is to select tt̄ events whose
center-of-mass frame has a considerable Lorentz boost with respect to the beam axis. The
velocity of the tt̄ system along the beam axis is given by

β =
|pzt + pzt̄ |
Et + Et̄

, (10)

6In view of the positive charge asymmetry measured at the Tevatron one expects the LHC asymmetry
AC to be positive, too, within the SM. However, there are examples of new physics models which yield a
negative LHC asymmetry; see, e.g., [54].
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mtt̄
�y
|�y| [GeV] d

2
�/d�ydmtt̄ [pb/bin]

LO NLO NNLO

[ -1 ; -650 ] 1.42+0.76
�0.46 ⇥ 10�1 9.04+0.03

�1.85
+0.30
�0.20

+0.30
�1.86 ⇥ 10�2 9.01+0.71

�0.24
+0.24
�0.22

+0.75
�0.32 ⇥ 10�2

[ -650 ; -550 ] 2.88+1.41
�0.87 ⇥ 10�1 2.27+0.03

�0.17
+0.06
�0.06

+0.07
�0.18 ⇥ 10�1 2.27+0.08

�0.07
+0.06
�0.05

+0.10
�0.09 ⇥ 10�1

[ -550 ; -450 ] 8.60+3.93
�2.47 ⇥ 10�1 7.78+0.22

�0.74
+0.22
�0.15

+0.31
�0.75 ⇥ 10�1 7.88+0.21

�0.31
+0.21
�0.14

+0.30
�0.34 ⇥ 10�1

[ -450 ; -350 ] 1.99+0.84
�0.54 ⇥ 100 2.02+0.10

�0.22
+0.05
�0.03

+0.12
�0.22 ⇥ 100 2.10+0.06

�0.10
+0.05
�0.04

+0.08
�0.11 ⇥ 100

[ -350 ; -250 ] 2.93+1.18
�0.77 ⇥ 10�2 2.77+0.08

�0.24
+0.08
�0.04

+0.11
�0.24 ⇥ 10�2 2.98+0.18

�0.18
+0.07
�0.04

+0.19
�0.18 ⇥ 10�2

[ 250 ; 350 ] 2.93+1.18
�0.77 ⇥ 10�2 2.83+0.08

�0.26
+0.05
�0.07

+0.10
�0.26 ⇥ 10�2 2.97+0.18

�0.16
+0.07
�0.04

+0.20
�0.17 ⇥ 10�2

[ 350 ; 450 ] 1.99+0.84
�0.54 ⇥ 100 2.20+0.19

�0.27
+0.06
�0.04

+0.20
�0.27 ⇥ 100 2.35+0.10

�0.14
+0.06
�0.04

+0.11
�0.15 ⇥ 100

[ 450 ; 550 ] 8.59+3.93
�2.47 ⇥ 10�1 9.08+0.72

�1.16
+0.23
�0.22

+0.76
�1.18 ⇥ 10�1 9.62+0.40

�0.60
+0.25
�0.18

+0.47
�0.63 ⇥ 10�1

[ 550 ; 650 ] 2.88+1.41
�0.87 ⇥ 10�1 2.82+0.17

�0.36
+0.10
�0.05

+0.20
�0.36 ⇥ 10�1 2.98+0.13

�0.18
+0.08
�0.06

+0.15
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with LUXQED 

8 TeV 

We use a dynamical reference scale for the central values of the renormalization (µr) and factorization
(µf ) scales defined as

µ =
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where mT,t and mT,t̄ are the transverse masses of the top and antitop quarks. For the specific case of
the observable d�/dpT,avt ⌘ (d�/dpT (t) + d�/dpT (t̄))/2 we use as scale µ = 1

2 (mT,t) for d�/dpT (t) and
µ = 1

2mT,t̄ for d�/dpT (t̄). These scale choices have been lengthly studied and motivated in [1]. In all cases
theoretical uncertainties due to missing higher orders are estimated via the 7-point variation of µr and µf

in the interval {µ/2, 2µ} with 1/2  µr/µf  2.
For theoretical consistency, a set of PDF including QED e↵ects in the DGLAP evolution should always

be preferred whenever NLO EW corrections are computed. At the moment, the only two PDF sets that
include them and are also NNLO QCD accurate are NNPDF3.0QED and LUXQED. 1 Both sets have a
photon density, which induces additional contributions to the tt̄ production [2, 3]. As it has been discussed
in ref. [3], the usage of di↵erent PDF sets leads to a very di↵erent impact of photon-induced contributions
on tt̄ distributions. While in the case of NNPDF3.0QED the impact of photon-induced contributions is
relatively large and with very large uncertainties, in the case of LUXQED it is expected to be negligible.
For this reason we decided to show always predictions with both the PDF sets.

Distributions for pT,avt and m(tt̄) are shown in Fig. 1, while the yavt and y(tt̄) distributions are shown
in Fig. 2. The plots on the left are produced using the LUXQED PDF set, while those on the right using
the NNPDF3.0QED PDF set.

[DP: !!!! For the moment LUXQED is NNPDF3.0 with photon equal to zero!!!! We describe everything
as LUXQED is already there]

The format of the plot is the same for each distribution and it is described in the following.
In each plot, the main panel displays the considered di↵erential cross section both at NNLO QCD

accuracy, the black line labelled as “QCD”, and including also the EW corrections, the red line labelled as
“QCD+EW”. Both QCD and QCD+EW predictions are provided in the main panel for the central scale.
The three insets below the main panel display ratios of di↵erent quantities always over the QCD prediction
at the central scale, i.e., normalised to the black line displayed in the main panel. In all the three insets we
plot as a red line the ratio of the central-scale predictions at QCD+EW and QCD accuracy, i.e., the ratio
of the red and black lines in the main panel.

In the first inset we also show as a red band around the red line the scale uncertainty due only to the
EW corrections in the numerator of this ratio. This quantity can be directly compared to the relative scale
uncertainty for the QCD prediction, which is clearly centered around one and shown as a gray band.

In the second inset we combine, scale by scale in the 7-point variation approach, the QCD prediction
and the EW corrections into the QCD+EW result and thus we provide the scale-uncertainty band (red) for
QCD+EW quantity. The gray band corresponds to the scale-uncertainty band of ⌃QCD, already shown in
the first inset.

The third inset is equivalent to the second one, but it concerns the PDF uncertainties. We combine, for
each one of the PDF members, the QCD prediction and the EW corrections into the QCD+EW result and
thus we provide the PDF uncertainty band (red) for QCD+EW quantity. The gray band corresponds to the
PDF uncertainty band for the QCD predictions. Similarly to all the previous insets, when the gray band
is covered by the red one, its borders are displayed as black dashed lines. [DP: brief description of 68% in
NNPDF and method in LUXQED? We may put them in a footnote? ]

As can be noted by Figs. 1 and 2, the e↵ect of EW corrections are in general within the NNLO QCD
scale uncertainty. A notable exception is the case of the pT,avt distribution with LUXQED. In the tail of this

1The PDF sets MRST2004QED and CT14QED also include QED e↵ects in the DGLAP evolution, but they are not
NNLO QCD accurate.
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In the first inset we also show as a red band around the red line the scale uncertainty due only to the
EW corrections in the numerator of this ratio. This quantity can be directly compared to the relative scale
uncertainty for the QCD prediction, which is clearly centered around one and shown as a gray band.

In the second inset we combine, scale by scale in the 7-point variation approach, the QCD prediction
and the EW corrections into the QCD+EW result and thus we provide the scale-uncertainty band (red) for
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theoretical uncertainties due to missing higher orders are estimated via the 7-point variation of µr and µf

in the interval {µ/2, 2µ} with 1/2  µr/µf  2.
For theoretical consistency, a set of PDF including QED e↵ects in the DGLAP evolution should always

be preferred whenever NLO EW corrections are computed. At the moment, the only two PDF sets that
include them and are also NNLO QCD accurate are NNPDF3.0QED and LUXQED. 1 Both sets have a
photon density, which induces additional contributions to the tt̄ production [2, 3]. As it has been discussed
in ref. [3], the usage of di↵erent PDF sets leads to a very di↵erent impact of photon-induced contributions
on tt̄ distributions. While in the case of NNPDF3.0QED the impact of photon-induced contributions is
relatively large and with very large uncertainties, in the case of LUXQED it is expected to be negligible.
For this reason we decided to show always predictions with both the PDF sets.

Distributions for pT,avt and m(tt̄) are shown in Fig. 1, while the yavt and y(tt̄) distributions are shown
in Fig. 2. The plots on the left are produced using the LUXQED PDF set, while those on the right using
the NNPDF3.0QED PDF set.
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The format of the plot is the same for each distribution and it is described in the following.
In each plot, the main panel displays the considered di↵erential cross section both at NNLO QCD

accuracy, the black line labelled as “QCD”, and including also the EW corrections, the red line labelled as
“QCD+EW”. Both QCD and QCD+EW predictions are provided in the main panel for the central scale.
The three insets below the main panel display ratios of di↵erent quantities always over the QCD prediction
at the central scale, i.e., normalised to the black line displayed in the main panel. In all the three insets we
plot as a red line the ratio of the central-scale predictions at QCD+EW and QCD accuracy, i.e., the ratio
of the red and black lines in the main panel.

In the first inset we also show as a red band around the red line the scale uncertainty due only to the
EW corrections in the numerator of this ratio. This quantity can be directly compared to the relative scale
uncertainty for the QCD prediction, which is clearly centered around one and shown as a gray band.

In the second inset we combine, scale by scale in the 7-point variation approach, the QCD prediction
and the EW corrections into the QCD+EW result and thus we provide the scale-uncertainty band (red) for
QCD+EW quantity. The gray band corresponds to the scale-uncertainty band of ⌃QCD, already shown in
the first inset.

The third inset is equivalent to the second one, but it concerns the PDF uncertainties. We combine, for
each one of the PDF members, the QCD prediction and the EW corrections into the QCD+EW result and
thus we provide the PDF uncertainty band (red) for QCD+EW quantity. The gray band corresponds to the
PDF uncertainty band for the QCD predictions. Similarly to all the previous insets, when the gray band
is covered by the red one, its borders are displayed as black dashed lines. [DP: brief description of 68% in
NNPDF and method in LUXQED? We may put them in a footnote? ]

As can be noted by Figs. 1 and 2, the e↵ect of EW corrections are in general within the NNLO QCD
scale uncertainty. A notable exception is the case of the pT,avt distribution with LUXQED. In the tail of this

1The PDF sets MRST2004QED and CT14QED also include QED e↵ects in the DGLAP evolution, but they are not
NNLO QCD accurate.
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Abstract

Preliminary results

1. Introduction

.

.

.

.

.

.

2. Main results: NNLO QCD + EW corrections

In the following we present predictions at NNLO QCD accuracy including also EW corrections for tt̄
distributions at 13 TeV. In particular, we focus on distributions for the top-pair invariant mass m(tt̄), the
average transverse momentum (pT,avt) and rapidity (yavt) of the top and antitop quark, and the rapidity
of the tt̄ system, y(tt̄). In the cases of both pT,avt and yavt we do not calculate these observables on a
event-by-event base; we average the results of the histograms for the transverse momentum (rapidity) of the
top and the antitop.

In this section we linearly combine predictions at NNLO accuracy, i.e. including completeO(↵n
s ) terms up

to n = 4, with all the possible remaining LO and NLO terms arising from QCD and electroweak interactions
in the SM. In other words, at LO we include not only the purely QCD O(↵2

s) contribution, but also all the
O(↵s↵) and O(↵2) terms. Similarly, at NLO we take into account not only the O(↵3

s) contribution, the NLO
QCD, but also the O(↵2

s↵) one, the so-called NLO EW, and the subleading contributions of O(↵s↵
2) and

O(↵3). For brevity, we will denote as “EW corrections” the sum of all the LO and NLO terms of O(↵m
s ↵n)

with n > 0. The description of the single contributions and a discussion of their individual phenomenological
impact are postponed to Sec. 3, where also a more elaborate notation for the classification of the di↵erent
contributions will be introduced.

Our calculation is performed using the following input parameters

mt = 173.3 GeV , mH = 125.09 GeV , mW = 80.385 GeV , mZ = 91.1876 GeV , (2.1)

and setting all the other fermion masses to zero. All masses are renormalised on-shell and all decay widths
are set to zero. The renormalization of ↵s is performed in the 5 Flavour scheme (5FS), while EW parameters
are chosen in the Gµ-scheme, with

Gµ = 1.1663787 · 10�5 GeV�2 . (2.2)
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where mT,t and mT,t̄ are the transverse masses of the top and antitop quarks. For the specific case of
the observable d�/dpT,avt ⌘ (d�/dpT (t) + d�/dpT (t̄))/2 we use as scale µ = 1

2 (mT,t) for d�/dpT (t) and
µ = 1

2mT,t̄ for d�/dpT (t̄). These scale choices have been lengthly studied and motivated in [1]. In all cases
theoretical uncertainties due to missing higher orders are estimated via the 7-point variation of µr and µf

in the interval {µ/2, 2µ} with 1/2  µr/µf  2.
For theoretical consistency, a set of PDF including QED e↵ects in the DGLAP evolution should always

be preferred whenever NLO EW corrections are computed. At the moment, the only two PDF sets that
include them and are also NNLO QCD accurate are NNPDF3.0QED and LUXQED. 1 Both sets have a
photon density, which induces additional contributions to the tt̄ production [2, 3]. As it has been discussed
in ref. [3], the usage of di↵erent PDF sets leads to a very di↵erent impact of photon-induced contributions
on tt̄ distributions. While in the case of NNPDF3.0QED the impact of photon-induced contributions is
relatively large and with very large uncertainties, in the case of LUXQED it is expected to be negligible.
For this reason we decided to show always predictions with both the PDF sets.

Distributions for pT,avt and m(tt̄) are shown in Fig. 1, while the yavt and y(tt̄) distributions are shown
in Fig. 2. The plots on the left are produced using the LUXQED PDF set, while those on the right using
the NNPDF3.0QED PDF set.
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The format of the plot is the same for each distribution and it is described in the following.
In each plot, the main panel displays the considered di↵erential cross section both at NNLO QCD

accuracy, the black line labelled as “QCD”, and including also the EW corrections, the red line labelled as
“QCD+EW”. Both QCD and QCD+EW predictions are provided in the main panel for the central scale.
The three insets below the main panel display ratios of di↵erent quantities always over the QCD prediction
at the central scale, i.e., normalised to the black line displayed in the main panel. In all the three insets we
plot as a red line the ratio of the central-scale predictions at QCD+EW and QCD accuracy, i.e., the ratio
of the red and black lines in the main panel.

In the first inset we also show as a red band around the red line the scale uncertainty due only to the
EW corrections in the numerator of this ratio. This quantity can be directly compared to the relative scale
uncertainty for the QCD prediction, which is clearly centered around one and shown as a gray band.

In the second inset we combine, scale by scale in the 7-point variation approach, the QCD prediction
and the EW corrections into the QCD+EW result and thus we provide the scale-uncertainty band (red) for
QCD+EW quantity. The gray band corresponds to the scale-uncertainty band of ⌃QCD, already shown in
the first inset.

The third inset is equivalent to the second one, but it concerns the PDF uncertainties. We combine, for
each one of the PDF members, the QCD prediction and the EW corrections into the QCD+EW result and
thus we provide the PDF uncertainty band (red) for QCD+EW quantity. The gray band corresponds to the
PDF uncertainty band for the QCD predictions. Similarly to all the previous insets, when the gray band
is covered by the red one, its borders are displayed as black dashed lines. [DP: brief description of 68% in
NNPDF and method in LUXQED? We may put them in a footnote? ]

As can be noted by Figs. 1 and 2, the e↵ect of EW corrections are in general within the NNLO QCD
scale uncertainty. A notable exception is the case of the pT,avt distribution with LUXQED. In the tail of this

1The PDF sets MRST2004QED and CT14QED also include QED e↵ects in the DGLAP evolution, but they are not
NNLO QCD accurate.
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s ↵n)

with n > 0. The description of the single contributions and a discussion of their individual phenomenological
impact are postponed to Sec. 3, where also a more elaborate notation for the classification of the di↵erent
contributions will be introduced.

Our calculation is performed using the following input parameters

mt = 173.3 GeV , mH = 125.09 GeV , mW = 80.385 GeV , mZ = 91.1876 GeV , (2.1)

and setting all the other fermion masses to zero. All masses are renormalised on-shell and all decay widths
are set to zero. The renormalization of ↵s is performed in the 5 Flavour scheme (5FS), while EW parameters
are chosen in the Gµ-scheme, with

Gµ = 1.1663787 · 10�5 GeV�2 . (2.2)
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2. Main results: NNLO QCD + EW corrections

In the following we present predictions at NNLO QCD accuracy including also EW corrections for tt̄
distributions at 13 TeV. In particular, we focus on distributions for the top-pair invariant mass m(tt̄), the
average transverse momentum (pT,avt) and rapidity (yavt) of the top and antitop quark, and the rapidity
of the tt̄ system, y(tt̄). In the cases of both pT,avt and yavt we do not calculate these observables on a
event-by-event base; we average the results of the histograms for the transverse momentum (rapidity) of the
top and the antitop.

In this section we linearly combine predictions at NNLO accuracy, i.e. including completeO(↵n
s ) terms up

to n = 4, with all the possible remaining LO and NLO terms arising from QCD and electroweak interactions
in the SM. In other words, at LO we include not only the purely QCD O(↵2

s) contribution, but also all the
O(↵s↵) and O(↵2) terms. Similarly, at NLO we take into account not only the O(↵3

s) contribution, the NLO
QCD, but also the O(↵2

s↵) one, the so-called NLO EW, and the subleading contributions of O(↵s↵
2) and

O(↵3). For brevity, we will denote as “EW corrections” the sum of all the LO and NLO terms of O(↵m
s ↵n)

with n > 0. The description of the single contributions and a discussion of their individual phenomenological
impact are postponed to Sec. 3, where also a more elaborate notation for the classification of the di↵erent
contributions will be introduced.

Our calculation is performed using the following input parameters

mt = 173.3 GeV , mH = 125.09 GeV , mW = 80.385 GeV , mZ = 91.1876 GeV , (2.1)

and setting all the other fermion masses to zero. All masses are renormalised on-shell and all decay widths
are set to zero. The renormalization of ↵s is performed in the 5 Flavour scheme (5FS), while EW parameters
are chosen in the Gµ-scheme, with

Gµ = 1.1663787 · 10�5 GeV�2 . (2.2)
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Preliminary results

1. Introduction
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2. Main results: NNLO QCD + EW corrections

In the following we present predictions at NNLO QCD accuracy including also EW corrections for tt̄
distributions at 13 TeV. In particular, we focus on distributions for the top-pair invariant mass m(tt̄), the
average transverse momentum (pT,avt) and rapidity (yavt) of the top and antitop quark, and the rapidity
of the tt̄ system, y(tt̄). In the cases of both pT,avt and yavt we do not calculate these observables on a
event-by-event base; we average the results of the histograms for the transverse momentum (rapidity) of the
top and the antitop.

In this section we linearly combine predictions at NNLO accuracy, i.e. including completeO(↵n
s ) terms up

to n = 4, with all the possible remaining LO and NLO terms arising from QCD and electroweak interactions
in the SM. In other words, at LO we include not only the purely QCD O(↵2

s) contribution, but also all the
O(↵s↵) and O(↵2) terms. Similarly, at NLO we take into account not only the O(↵3

s) contribution, the NLO
QCD, but also the O(↵2

s↵) one, the so-called NLO EW, and the subleading contributions of O(↵s↵
2) and

O(↵3). For brevity, we will denote as “EW corrections” the sum of all the LO and NLO terms of O(↵m
s ↵n)

with n > 0. The description of the single contributions and a discussion of their individual phenomenological
impact are postponed to Sec. 3, where also a more elaborate notation for the classification of the di↵erent
contributions will be introduced.

Our calculation is performed using the following input parameters

mt = 173.3 GeV , mH = 125.09 GeV , mW = 80.385 GeV , mZ = 91.1876 GeV , (2.1)

and setting all the other fermion masses to zero. All masses are renormalised on-shell and all decay widths
are set to zero. The renormalization of ↵s is performed in the 5 Flavour scheme (5FS), while EW parameters
are chosen in the Gµ-scheme, with

Gµ = 1.1663787 · 10�5 GeV�2 . (2.2)
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We use a dynamical reference scale for the central values of the renormalization (µr) and factorization
(µf ) scales defined as

µ =
HT

4
=

1

4

�
mT,t +mT,t̄

�
, (2.3)

where mT,t and mT,t̄ are the transverse masses of the top and antitop quarks. For the specific case of
the observable d�/dpT,avt ⌘ (d�/dpT (t) + d�/dpT (t̄))/2 we use as scale µ = 1

2 (mT,t) for d�/dpT (t) and
µ = 1

2mT,t̄ for d�/dpT (t̄). These scale choices have been lengthly studied and motivated in [1]. In all cases
theoretical uncertainties due to missing higher orders are estimated via the 7-point variation of µr and µf

in the interval {µ/2, 2µ} with 1/2  µr/µf  2.
For theoretical consistency, a set of PDF including QED e↵ects in the DGLAP evolution should always

be preferred whenever NLO EW corrections are computed. At the moment, the only two PDF sets that
include them and are also NNLO QCD accurate are NNPDF3.0QED and LUXQED. 1 Both sets have a
photon density, which induces additional contributions to the tt̄ production [2, 3]. As it has been discussed
in ref. [3], the usage of di↵erent PDF sets leads to a very di↵erent impact of photon-induced contributions
on tt̄ distributions. While in the case of NNPDF3.0QED the impact of photon-induced contributions is
relatively large and with very large uncertainties, in the case of LUXQED it is expected to be negligible.
For this reason we decided to show always predictions with both the PDF sets.

Distributions for pT,avt and m(tt̄) are shown in Fig. 1, while the yavt and y(tt̄) distributions are shown
in Fig. 2. The plots on the left are produced using the LUXQED PDF set, while those on the right using
the NNPDF3.0QED PDF set.

[DP: !!!! For the moment LUXQED is NNPDF3.0 with photon equal to zero!!!! We describe everything
as LUXQED is already there]

The format of the plot is the same for each distribution and it is described in the following.
In each plot, the main panel displays the considered di↵erential cross section both at NNLO QCD

accuracy, the black line labelled as “QCD”, and including also the EW corrections, the red line labelled as
“QCD+EW”. Both QCD and QCD+EW predictions are provided in the main panel for the central scale.
The three insets below the main panel display ratios of di↵erent quantities always over the QCD prediction
at the central scale, i.e., normalised to the black line displayed in the main panel. In all the three insets we
plot as a red line the ratio of the central-scale predictions at QCD+EW and QCD accuracy, i.e., the ratio
of the red and black lines in the main panel.

In the first inset we also show as a red band around the red line the scale uncertainty due only to the
EW corrections in the numerator of this ratio. This quantity can be directly compared to the relative scale
uncertainty for the QCD prediction, which is clearly centered around one and shown as a gray band.

In the second inset we combine, scale by scale in the 7-point variation approach, the QCD prediction
and the EW corrections into the QCD+EW result and thus we provide the scale-uncertainty band (red) for
QCD+EW quantity. The gray band corresponds to the scale-uncertainty band of ⌃QCD, already shown in
the first inset.

The third inset is equivalent to the second one, but it concerns the PDF uncertainties. We combine, for
each one of the PDF members, the QCD prediction and the EW corrections into the QCD+EW result and
thus we provide the PDF uncertainty band (red) for QCD+EW quantity. The gray band corresponds to the
PDF uncertainty band for the QCD predictions. Similarly to all the previous insets, when the gray band
is covered by the red one, its borders are displayed as black dashed lines. [DP: brief description of 68% in
NNPDF and method in LUXQED? We may put them in a footnote? ]

As can be noted by Figs. 1 and 2, the e↵ect of EW corrections are in general within the NNLO QCD
scale uncertainty. A notable exception is the case of the pT,avt distribution with LUXQED. In the tail of this

1The PDF sets MRST2004QED and CT14QED also include QED e↵ects in the DGLAP evolution, but they are not
NNLO QCD accurate.

2
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PDF sets with a photon density

MRST2004QED: Martin et al. ’04 
NNPDF2.3QED: Ball et al. ’13 
CTEQ14QED(inc): Schmidt et al. ’16 
NNPDF3.0QED: Bertone, Carrazza ’16 
LUXQED: Manohar et al. ’16 
MMHTQED?  ’16 ? 
Additional Studies: Harland-Lang, Khoze, Ryskin ’16  

- The photon PDF determination is very different in the various sets. 

- The different treatment of the QED and QCD DGLAP evolution has a huge 
impact at small x and large Q (NNPDF2.3QED), but does not lead to visible 
effects in ttbar phenomenology.  

These PDF sets have at least NLO 
QCD + LO QED terms in the 
DGLAP evolution.
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The different photon PDFs …
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- APFEL_NN23 (Bertone, Carrazza, DP, Zaro ‘15) is at the initial scale equivalent to 
NNPDF2.3QED for all the PDFs. But, the DGLAP QCD and QED running is 
consistent (similar to NNPDF3.0QED, where also quark and gluons have been 
updated to NNPDF3.0). 

- At small Q: APFEL_NN23 is like NNPDF2.3QED. At large Q: it is like 
CTEQ14QED at small x, while it is like NNPDF2.3QED at large x. 

- CTEQ14QED is close to the upper edge of the CTEQ14QEDinc band.

DP, Tsinikos, Zaro ‘16
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Image taken from Manohar, Nason, Salam, Zanderighi ’16 
and adapted for this slide. 

The different photon PDFs …
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- LUXQED is close to the upper edge of the CTEQ14QED band and to 
CTEQ14QEDinc 
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FIG. 4. The ratio of common PDF sets to our LUXqed result,
along with the LUXqed uncertainty band (light red). The CT14
and MRST bands correspond to the range from the PDF mem-
bers shown in brackets (95% cl. in CT14’s case). The NNPDF

bands span from max(µr � �r, r16) to µr + �r, where µr is
the average (represented by the blue line), �r is the standard
deviation over replicas, and r16 denotes the 16th percentile
among replicas. Note the di↵erent y-axes for the panels.

a systematic uncertainty due to the choice of the transi-
tion scale between the HERMES F

2

fit and the pertur-
bative determination from the PDFs, obtained by reduc-
ing the transition scale from 9 to 5 GeV2 (M); missing
higher order e↵ects, estimated using a modification of
Eq. (6), with the upper bound of the Q2 integration set
to µ2 and the last term adjusted to maintain ↵2(↵

s

L)n

accuracy (HO); a potential twist-4 contribution to F
L

parametrised as a factor (1 + 5.5 GeV2/Q2) [45] for
Q2 � 9GeV2 (T). One-sided errors are all symmetrised.
Our final uncertainty, shown as a solid line in Fig. 3, is
obtained by combining all sources in quadrature and is
about 1-2% over a large range of x values.

In Fig. 4 we compare our LUXqed result for the MS f
�/p

to determinations available publicly within LHAPDF [46].
Of the model-based estimates CT14qed inc, CT14qed [22]
and MRST2004 [20], it is CT14qed inc that comes closest
to LUXqed. Its model for the inelastic component is con-
strained by ep ! e� + X data from ZEUS [23]. It also
includes an elastic component. Note however that, for

FIG. 5. �� luminosity in pp collisions as a function of the
�� invariant mass M , at four collider centre-of-mass energies.
The NNPDF30 results are shown only for 8 and 100 TeV. The
uncertainty of our LUXqed results is smaller than the width of
the lines.

the neutron, CT14qed inc neglects the important neu-
tron magnetic form factor. As for the model-independent
determinations, NNPDF30 [47], which notably extends
NNPDF23 [21] with full treatment of ↵(↵

s

L)n terms in
the evolution [48], almost agrees with our result at small
x. At large x its band overlaps with our result, but the
central value and error are both much larger.
Similar features are visible in the corresponding ��

partonic luminosities, defined as
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◆
, (9)

and shown in Fig. 5, as a function of the �� invariant
mass M , for several centre-of-mass energies.
As an application, we consider pp ! HW+(! `+⌫) +

X at
p
s = 13 TeV, for which the total cross section with-

out photon-induced contributions is 91.2±1.8 fb [6], with
the error dominated by (non-photonic) PDF uncertain-
ties. Using HAWK 2.0.1 [49], we find a photon-induced
contribution of 5.5+4.3

�2.9

fb with NNPDF30, to be compared
to 4.4± 0.1 fb with LUXqed.
In conclusion, we have obtained a formula (i.e. Eq. (6))

for the MS photon PDF in terms of the proton structure
functions, which includes all terms of order ↵L (↵

s

L)n,
↵ (↵

s

L)n and ↵2L2 (↵
s

L)n. Our method can be eas-
ily generalised to higher orders in ↵

s

and holds for any
hadronic bound state. Using current experimental in-
formation on F

2

and F
L

for protons we obtain a pho-
ton PDF with much smaller uncertainties than existing
determinations, as can be seen from Fig. 4. The pho-
ton PDF has a substantial contribution from the elas-
tic form factor (⇠ 20%) and from the resonance region
(⇠ 5%) even for high values of µ ⇠ 100�1000 GeV.
Our photon distribution, incorporating quarks and glu-
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along with the LUXqed uncertainty band (light red). The CT14
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a systematic uncertainty due to the choice of the transi-
tion scale between the HERMES F
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fit and the pertur-
bative determination from the PDFs, obtained by reduc-
ing the transition scale from 9 to 5 GeV2 (M); missing
higher order e↵ects, estimated using a modification of
Eq. (6), with the upper bound of the Q2 integration set
to µ2 and the last term adjusted to maintain ↵2(↵
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accuracy (HO); a potential twist-4 contribution to F
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parametrised as a factor (1 + 5.5 GeV2/Q2) [45] for
Q2 � 9GeV2 (T). One-sided errors are all symmetrised.
Our final uncertainty, shown as a solid line in Fig. 3, is
obtained by combining all sources in quadrature and is
about 1-2% over a large range of x values.

In Fig. 4 we compare our LUXqed result for the MS f
�/p

to determinations available publicly within LHAPDF [46].
Of the model-based estimates CT14qed inc, CT14qed [22]
and MRST2004 [20], it is CT14qed inc that comes closest
to LUXqed. Its model for the inelastic component is con-
strained by ep ! e� + X data from ZEUS [23]. It also
includes an elastic component. Note however that, for
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3

FIG. 1. Our breakup of the (x,Q2) plane and the data for
F2(x,Q

2) and FL(x,Q
2) we use in each region.

tic contribution for large µ2 because of the rapid drop-o↵
of G

E,M

.
The inelastic components of F

2

and F
L

contribute for
W 2 = m2

p

+ Q2(1 � x)/x > (m
p

+ m
⇡

0)2. One needs
data over a large range of x and Q2. This is available
thanks to a long history of ep scattering studies. We
break the inelastic part of the (x,Q2) plane into three
regions, as illustrated in Fig. 1. In the resonance re-
gion, W 2 . 3.5 GeV2 we use a fit to data by CLAS [34],
and also consider an alternative fit to the world data by
Christy and Bosted (CB) [35]. In the low-Q2 continuum
region we use the GD11-P fit by Hermes [36] based on the
ALLM parametric form [37]. Both the GD11-P and CB
resonance fits are constrained by photoproduction data,
i.e. they extend down to Q2 = 0. The CLAS fit also
behaves sensibly there. (Very low Q2 values play little
role because the analytic properties of the Wµ⌫ tensor
imply that F

2

vanishes as Q2 at fixed Q2/x.) These fits
are for F

2

(x,Q2). We also require F
L

, or equivalently
R = �

L

/�
T

, which are related by

F
L

(x,Q2) = F
2

(x,Q2)

 
1 +

4m2

p

x2

Q2

!
R(x,Q2)

1 +R(x,Q2)
,

(8)
and we use the parametrisation for R from HER-
MES [36], extended to vanish smoothly as Q2 ! 0.
The leading twist contribution to F

L

is suppressed by
↵
s

(Q2)/(4⇡). At high Q2 we determine F
2

and F
L

from the PDF4LHC15 nnlo 100 [38] merger of global PDF
fits [39–41] together with the known massless NNLO co-
e�cient functions [42], as implemented for Refs. [43, 44].

In Fig. 2 we show the various contributions to our pho-
ton PDF, which we dub “LUXqed”, as a function of x, for
a representative scale choice of µ = 100 GeV. There is
a sizeable elastic contribution, with an important mag-
netic component at large values of x. The white line
represents contributions arising from the Q2 < 1 region
of all the structure functions, including the full elastic
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FIG. 2. Contributions to the photon PDF at µ = 100 GeV,
multiplied by 103x0.4

/(1�x)4.5, from the various components
discussed in the text. For the inelastic part, the area below
the white line is the contribution from Q

2  1 (GeV)2 in
Eq. 6. The PDF would be the dashed blue line without the
MS conversion term.

FIG. 3. Linearly stacked relative uncertainties on the photon
PDF, from all sources we have considered, and their total
sum in quadrature shown as a black line, which is our final
uncertainty.

contribution. For the accuracy we are aiming at, all con-
tributions that we have considered, shown in Fig. 2, have
to be included, and inelastic contributions with Q2 < 1
cannot be neglected.

In Fig. 3 we show the sources contributing to the
uncertainty on our calculation of f

�/p

at our reference
scale µ = 100 GeV. They are stacked linearly and con-
sist of: a conservative estimate of ±50% for the uncer-
tainty on R = �

L

/�
T

at scales Q2 < 9 GeV2 (R); stan-
dard 68%CL uncertainties on the PDFs, applied to scales
Q2 � 9 GeV2 (PDF); a conservative estimate of the un-
certainty on the elastic form factors, equal to the sum
in quadrature of the fit error and of the estimated size
of the two-photon exchange contribution in [33] (E); an
estimate of the uncertainty in the resonance region taken
as the di↵erence between the CLAS and CB fits (RES);
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… and the different photon-gluon luminosities

�����

�����

�����

�����

�����

����

����

����

����

����

����
������ � ��� ���������� �� � ���
���

��
��
�
�

��������
����������

��������
���� ����
���� ����

������

�
���

�
��� ����� ��� � ����

����
����
��� ����� ���� ��������� ���

����
����
���

� � � �
� �����

����� ���� ��������� ����

�����

�����

�����

�����

�����

����

����

����

����

����

����
������ � ��� ���������� �� �� ���
���

��
��
�
�

��������
����������

��������
���� ����
���� ����

������

�
���

�
��� ����� ��� � ����

����
����
��� ����� ���� ��������� ���

����
����
���

� � � � � �
� �����

����� ���� ��������� ����

�����
�����
�����
�����
�����
�����
�����
����
����
����
����
����
����
����

������ � ��� ���������� �� ��� ���
���

��
��
�
�

��������
����������

��������
���� ����
���� ����

������

�
���

�
��� ����� ��� � ����

����
����
��� ����� ���� ��������� ���

����
����
���

�� �� �� �� ��
� �����

����� ���� ��������� ����

g

γ

t

t

t

g

γ

t

t
t

Figure 8: Feynman diagrams for photon induced tt production at lowest order.

2.3 Photon-induced tt production

In addition to the previously mentioned NLO QED contributions we also have to
inspect the photon-induced production channels. These comprise at lowest order the
gluon–photon fusion amplitudes illustrated in Fig. 8.

In general, photon-induced partonic processes vanish at the hadronic level unless
the NLO QED effects are taken into account. A direct consequence of including these
effects into the evolution of parton distribution functions (PDFs) is the non-zero photon
density in the proton, which leads to photon-induced contributions at the hadronic level
by convoluting the photon-induced partonic cross sections with the PDFs at NLO QED.
Since the photon distribution function is of order α they are formally not of the same
overall order as the other NLO QED contributions. Numerically, however, they turn
out to be sizeable, and we therefore include them in our discussion.

As the PDFs at NLO QED have become available only recently [42], the photon-
induced hadronic processes have not yet been investigated. Here we present the first
study of these effects on the top pair production.

3 Hadronic cross section for pp, pp → ttX

For obtaining the hadronic cross section we have to convolute the various partonic
cross sections with the corresponding parton densities and sum over all contributing
channels, adding up contributions of the non-radiative and radiative processes. As
already mentioned, only the sum of all virtual and real corrections is IR finite. Final
step is the factorization of the remaining mass singularities.

3.1 Mass factorization

The mass-singular logarithmic terms proportional to lnmq are not canceled in the sum
of virtual and real corrections. They originate from collinear photon emission off the
incoming light quarks. In analogy to the factorization of collinear gluon contributions,
they have to be absorbed into the parton densities.

This can be formally achieved by replacing the bare quark distributions qi(x) for
each flavor by the appropriate scale dependent distributions qi(x, Q2) in the following
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- LUXQED luminosity is very close to CTEQ14QED  
- NNPDF2.3QED and APFEL_NN23 are equivalent! (diff. running is not relevant)

NNPDF2.3QED representative for (NNPDF3.0QED, APFEL_NN23) 
CTEQ14QED representative for (CTEQ14QEDinc, LUXQED)
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Fig. 10. Differential distributions for the pT (t) at 100 TeV. The format of the plots is described in detail in the text.
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Fig. 11. Differential distributions for the m(tt̄) at 100 TeV. The format of the plots is described in detail in the text.

ranges for the abscissae. 7 By comparing plots in figs. 10-13
with their corresponding ones at 13 TeV, it can be noticed that
the impact of the photon PDF is strongly reduced at 100 TeV.
In each figure, the plot on the right (with photons in the ini-
tial state) does not exhibit any qualitatively different behaviour
w.r.t. the plot on the left. The smaller impact of the photon-
induced contributions at 100 TeV w.r.t the 13 TeV case is due

7 We provided a few representative results also in [47].

to the different range of x spanned in the PDFs; keeping the
hardness of the process fixed, a larger energy of the hadronic
collisions corresponds to probing smaller values of x, where
parton luminosities involving photons are suppressed with re-
spect to those involving QCD partons, as shown in fig. 3. For
the same reason, the impact of the photon PDF at the LHC at 8
TeV is even larger than at 13 TeV, as it will be discussed in the
next session. Moreover, at 100 TeV, for a given value of pT (t)
or m(tt̄), EW corrections are slightly smaller than at 13 TeV
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Fig. 14. Integrated distributions for the pT (t) at 100 TeV. The format of the plots is described in detail in the text.
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Fig. 15. Integrated distributions for the m(tt̄) at 100 TeV. The format of the plots is described in detail in the text.

all the production processes (see also the EW section in [47]).
At such large scales, also the gg luminosity is not negligible,
and indeed the size and the PDF uncertainty of the EW correc-
tions is very different in the left and right plots. Once again, the
prediction obtained with CT14QED is similar to the case where
the photon PDF has been set to zero. As in the case of 13 TeV,
we observed similar changes in the tail of the m(tt̄) distribution
by applying the |y(t)|, |y(t̄)| < 4 cuts, i.e., mimicking the ex-
pected coverage of the future detector. Sudakov logarithms are

enhanced, photon contributions are not visibly changed, and
the SNLO QCD/SLO QCD ratio in the first inset decreases in the
tail as observed in fig. 14.
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