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Ultra-High Energy Cosmic Rays

๏Energies above  
1018 eV or 1019 eV 

๏Center of mass energies 
larger than that of the 
LHC   ☞ Particle Physics 

๏ Low flux: 1 per  
100 - 1000 km2 per year 

๏Acceleration mechanism 
not known 

๏Sources not known
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Knee

UHECRs

Have hints... 

Theoretical 
ideas exist...
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The Auger Site
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+3 elevated
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Full coverage of the 
surface array
Capability to detect 
stereo events
Quadruple events 
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Low Energy Extensions
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A surface detector station
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A surface detector station
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Telescopes

LIDAR
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A Fluorescence Detector Site
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HEAT: High Elevation Auger Telescopes

• 3 ``standard´´ Auger telescopes tilted to cover 30 - 60° elevation

• Custom-made metal enclosures
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Field of 

view
Telescope

Shower size

(1)

(2)

HEAT

standard 
telescopes



Telescopes

LIDAR

Comms tower

UV 

Schmidt telescope:  
Aperture with 
corrector lens

A Fluorescence Detector Site

6

Schmidt telescope: mirror

HEAT: High Elevation Auger Telescopes

• 3 ``standard´´ Auger telescopes tilted to cover 30 - 60° elevation

• Custom-made metal enclosures

• Also prototype study for northern Auger Observatory 11

Field of 

view
Telescope

Shower size

(1)

(2)

HEAT

standard 
telescopes



Camera with 440 PMTs
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Triggering the Pierre Auger Observatory - SD

๏ SD station trigger 
๏ Threshold 
๏ Threshold deconvolved 

๏ Time over threshold 
๏ Multiplicity of positive steps:  

count positive steps, fixed range 

๏ Variants: lower E threshold 
๏ Thanks to reduced muons in trigger 

๏Central Trigger (T3) 
๏ Space-time coincidence  

of station T2
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Triggering the Pierre Auger Observatory - FD

๏First level trigger:  
pixel threshold 

๏Second level trigger: 
track fragments 

๏Quick analysis and reconstruction:  
Request SD readout (T3 to CDAS) 

๏New: modified 3rd  
level readout: 
Detection of ELVES  
(lightning)
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4.1.4. Second level trigger
The SLT FPGA logic is implemented on a

separate board, which is used to read the pixel
triggers generated for each channel in the 20 FLT
boards. The SLT algorithm is used to search for
patterns of five pixels consistent with a track
segment, and to generate an internal trigger for data
readout. Synchronisation with the front-end board is
provided by a GPS clock. The algorithm makes use
of the fundamental patterns shown in Fig. 8, as well
as those corresponding to rotation and mirror
reflection of these segments. The algorithm requires
only four triggered pixels out of the five pixel track
segment, allowing for possible faulty PMTs or
small signals below the FLT threshold. The total
number of different pattern classes is 108.

The SLT FPGA is used to read the pixel trigger
of a camera column into a pipeline of five
stages every 50 ns: The pipeline holds the image
of a 22! 5 submatrix of the camera. A pattern
algorithm uses coincidence logic to search for the
allowed patterns inside this submatrix while the
image is shifted, column-by-column, over the full
camera. The full camera image is scanned by the
SLT module in 1 ms: If the coincidence condition is
fulfilled for any of the pattern classes, the
recording of ADC data is continued in the next
free circular buffer, and the Mirror PC is
informed. Typical SLT random coincidence rates
of a few tenths of Hz per telescope were measured
during the period of EA operation.

4.1.5. Data acquisition system and slow control
The Mirror PC, a robust, diskless, industry PC

associated with each telescope, is used to perform
the data readout and a simple software, third level,
trigger selection, based on track length and space-
time compatibility requirements. A more sophisti-
cated T3 algorithm is also implemented, which
selects shower candidates and performs a fast
reconstruction of the shower geometry. All pixels
that are part of a SLT of the event are selected.
A fast search for a maximum of the ADC trace
around the FLT time of each pixel is performed.
A large part of the background, which is due to
cosmic rays passing through the PMTs of
the camera, is rejected by requiring that the
selected pixels do not fire at the same time. Fits
of the pixels to the elevation angle vs. azimuthal
angle and time are performed, and pixels with
a large contribution to the w2 fit are removed.
After this procedure, candidates with more
than four pixels are considered good showers,
and the azimuth of the shower impact on ground,
as well its time of arrival, are calculated. For
good showers, a T3 signal is sent to the central
data acquisition system (CDAS), together with
information on the shower-detector plane and the
time of the shower arrival at ground. These data
are then used to form the hybrid trigger. The
observed rate of good showers satisfying the T3
trigger was about 5 h"1 per telescope during the
period of EA operation. The DAQ system was
developed under the Linux operating system in the
C++ language. An event display and online
histograms were available to monitor data quality.
An example of shower candidate as seen in the
online event display is shown in Fig. 9.

A slow control system is used to guarantee that
the FD operates only under safe conditions.
Opening of the external shutters is prevented
during daylight or during windy weather. To
avoid direct exposure of the PMT cameras to
sunlight in the case of shutter failure, a fail-safe
curtain is installed at the aperture. The high
voltage of the camera PMTs is shut down when
any high light level is detected inside the bay. An
uninterruptible power supply (UPS) protects the
operation of the computers and shutter should
there be a failure of mains power.

ARTICLE IN PRESS

Fig. 8. Basic topological patterns of triggered pixels used in the
second level trigger.

AUGER Collaboration et al. / Nuclear Instruments and Methods in Physics Research A 523 (2004) 50–95 69
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UHECR spectrum with the Pierre Auger Observatory Inés Valiño
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Figure 3: The combined energy spectrum of cosmic-rays as measured by the Auger Observatory, fitted with
a flux model (see text). Only statistical uncertainties are shown. The systematic uncertainty on the energy
scale is 14%. The number of events is given above the points, which are positioned at the mean value of
log10(E/eV). The upper limits correspond to the 84% C.L.

result of the best fit is shown in Fig. 3 and the corresponding parameters are presented in Table 2,
quoting both statistical and systematic uncertainties.

J0 [eV�1km�2sr�1yr�1] Eankle [EeV] Es [EeV] �1 �2 ��

(3.30±0.15±0.20)�10�19 4.82±0.07±0.8 42.09±1.7±7.61 3.29±0.02±0.05 2.60±0.02±0.1 3.14±0.2±0.4

Table 2: Best-fit parameters, with statistical and systematic uncertainties, for the combined energy spectrum
measured at the Pierre Auger Observatory.

The combined spectrum shows a flattening above the ankle, Eankle = 4.8�1018 eV, up to the
onset of the flux suppression. This suppression is clearly established with a significance of more
than 20� (the null hypothesis that the power law above the ankle continues beyond the suppression
point can be rejected with such confidence). The spectral index in the region of the suppression is
less certain due the low number of events and large systematic uncertainties.

A spectral observable in the GZK [15, 16] region that can be used to discriminate between
different UHECR source-composition models is the energy E1/2 at which the integral spectrum
drops by a factor of two below what would be expected with no cutoff. The corresponding value
derived from the Auger data, computed as the integral of the parameterisation given by eq. (3.1)
with the parameters reported in Table 2, is E1/2 = (2.47±0.01+0.82

�0.34(sys))�1019 eV. This result, for
instance, differs at the level of 3.4� from the value of � 5.3�1019 eV predicted in [17] under the
assumption that the sources of UHECRs are uniformly distributed over the universe and that they
accelerate protons only. Note that, in reality, sources are discrete and in the GZK region the shape
of the spectrum will be dominated by the distribution of sources around us (see [18] for example).

4. Declination-dependence of the energy spectrum

Given the location of the Auger Observatory at a latitude �35.2�, events arriving with �<60�

cover a wide range of declinations from �90� to +25�, corresponding to a sky fraction of 71%,
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FIGURE 2. Left: Combined energy spectrum of cosmic-rays (multiplied by E3) as measured by the Auger Observatory and fitted
with a descriptive flux model. Only statistical uncertainties are shown. The systematic uncertainty on the energy scale is 14 %. The
number of events is given above the points, which are positioned at the mean value of log10(E/eV). The upper limits correspond to
the 84 % C.L. (from [25]). Right: Energy spectrum of UHECRs compared to the best-fit parameters for a propagation model along
with Auger data points [25].

relatively radio quiet region between the shortwave and FM bands [23].
A dedicated detector to directly measure the muon content of EAS is presently being built. The AMIGA en-

hancement consists of scintillator detectors buried in the soil at a depth of 280 g cm�2 next to the infill WCD stations.
Each station will cover an area of 30 m2 [24].

Stable data taking started in January 2004 and the baseline Observatory (without the aforementioned enhance-
ments HEAT, infill array, AERA, and AMIGA) has been running with its full configuration since 2008 and has reached
an integrated exposure of about 70,000 km2 sr yr at energies above 3 · 1018 eV. For each event, several observables can
be reconstructed, the key ones being the energy of the primary particle, the arrival direction and, for the events detected
by the fluorescence telescopes, the atmospheric depth of the air shower maximum.

ENERGY SPECTRUM AND COMPOSITION

The all-particle cosmic ray energy spectrum carries combined information about the UHECR sources and about the
galactic and/or intergalactic media through which cosmic rays propagate. The flux suppression due to energy losses
by photo-pion production and photo-disintegration in the CMB (GZK-e↵ect) is the only firm prediction ever made
concerning the shape of the UHECR spectrum. First observations of a cut-o↵ were reported by HiRes and Auger
[5, 6] and in the Auger data it has reached a statistical significance of more than 20�. The most recent all-particle
energy spectrum measured by the Pierre Auger Collaboration is depicted in Fig. 2. The characteristic features have
been quantified by fitting a model that describes a spectrum by a power-law below the ankle J(E) = J0(E/Eankle)�1

and a power-law with a smooth suppression at the highest energies:

J(E) = J0
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Here, �1 and �2 are the spectral indices below and above the energy of the ankle, Eankle, respectively, Es is the energy
at which the di↵erential flux falls to one-half of the value of the power-law extrapolation from the intermediate
region, �� gives the increment of the spectral index beyond the suppression region, and J0 is the normalisation of
the flux, taken as the value of the flux at E = Eankle. The best fit parameters are: Eankle = (4.82 ± 0.07 ± 0.8) EeV,
Es = (42.1 ± 1.7 ± 7.6) EeV, �1 = 3.29 ± 0.02 ± 0.05, �2 = 2.60 ± 0.02 ± 0.1, �� = 3.14 ± 0.2(stat) ± 0.4(sys).

A practical definition for specifying the cuto↵ energy is given by E1/2, where the flux with cuto↵ becomes lower
by a factor of 2 than power-law extrapolation [26]. Computing this number as the integral of the parameterisation
given by Eq. (1) yields E1/2 = (2.47 ± 0.01±0.82

�0.34(sys)) · 1019 eV [25]. This value di↵ers at the level of 3.4� from the
value of ⇡ 5.3 · 1019 eV predicted in [26] under the assumption that the sources of UHECRs are uniformly distributed
over the universe and that they accelerate protons only.

Combined spectrum

๏Combine 
results  
from  
different 
techniques  
and 
detectors
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Spectral parameters: 
 Eankle  = 4.82 ± 0.07 ± 0.8 EeV 
 Es       = 42.1 ± 1.7 ± 7.6 EeV 

30
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✓ log10 E � log10 E1/2
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.
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Auger combined spectrum

★ ★

Precise measurement 
of spectral indexes, 
ankle position and the 
flux suppression at 
highest energies 

To characterize the spectral features we describe the data
with a power law below the ankle J(E) µ E�g1 and a power
law with smooth suppression above:

29

 Schulz for Auger Collab, ICRC 2013

γ1  = 3.29 ± 0.02  
γ2  = 2.60 ± 0.02 
Δγ = 3.14 ± 0.02
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Figure 3: The combined energy spectrum of cosmic-rays as measured by the Auger Observatory, fitted with
a flux model (see text). Only statistical uncertainties are shown. The systematic uncertainty on the energy
scale is 14%. The number of events is given above the points, which are positioned at the mean value of
log10(E/eV). The upper limits correspond to the 84% C.L.

result of the best fit is shown in Fig. 3 and the corresponding parameters are presented in Table 2,
quoting both statistical and systematic uncertainties.

J0 [eV�1km�2sr�1yr�1] Eankle [EeV] Es [EeV] �1 �2 ��

(3.30±0.15±0.20)�10�19 4.82±0.07±0.8 42.09±1.7±7.61 3.29±0.02±0.05 2.60±0.02±0.1 3.14±0.2±0.4

Table 2: Best-fit parameters, with statistical and systematic uncertainties, for the combined energy spectrum
measured at the Pierre Auger Observatory.

The combined spectrum shows a flattening above the ankle, Eankle = 4.8�1018 eV, up to the
onset of the flux suppression. This suppression is clearly established with a significance of more
than 20� (the null hypothesis that the power law above the ankle continues beyond the suppression
point can be rejected with such confidence). The spectral index in the region of the suppression is
less certain due the low number of events and large systematic uncertainties.

A spectral observable in the GZK [15, 16] region that can be used to discriminate between
different UHECR source-composition models is the energy E1/2 at which the integral spectrum
drops by a factor of two below what would be expected with no cutoff. The corresponding value
derived from the Auger data, computed as the integral of the parameterisation given by eq. (3.1)
with the parameters reported in Table 2, is E1/2 = (2.47±0.01+0.82

�0.34(sys))�1019 eV. This result, for
instance, differs at the level of 3.4� from the value of � 5.3�1019 eV predicted in [17] under the
assumption that the sources of UHECRs are uniformly distributed over the universe and that they
accelerate protons only. Note that, in reality, sources are discrete and in the GZK region the shape
of the spectrum will be dominated by the distribution of sources around us (see [18] for example).

4. Declination-dependence of the energy spectrum

Given the location of the Auger Observatory at a latitude �35.2�, events arriving with �<60�

cover a wide range of declinations from �90� to +25�, corresponding to a sky fraction of 71%,
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FIGURE 2. Left: Combined energy spectrum of cosmic-rays (multiplied by E3) as measured by the Auger Observatory and fitted
with a descriptive flux model. Only statistical uncertainties are shown. The systematic uncertainty on the energy scale is 14 %. The
number of events is given above the points, which are positioned at the mean value of log10(E/eV). The upper limits correspond to
the 84 % C.L. (from [25]). Right: Energy spectrum of UHECRs compared to the best-fit parameters for a propagation model along
with Auger data points [25].

relatively radio quiet region between the shortwave and FM bands [23].
A dedicated detector to directly measure the muon content of EAS is presently being built. The AMIGA en-

hancement consists of scintillator detectors buried in the soil at a depth of 280 g cm�2 next to the infill WCD stations.
Each station will cover an area of 30 m2 [24].

Stable data taking started in January 2004 and the baseline Observatory (without the aforementioned enhance-
ments HEAT, infill array, AERA, and AMIGA) has been running with its full configuration since 2008 and has reached
an integrated exposure of about 70,000 km2 sr yr at energies above 3 · 1018 eV. For each event, several observables can
be reconstructed, the key ones being the energy of the primary particle, the arrival direction and, for the events detected
by the fluorescence telescopes, the atmospheric depth of the air shower maximum.

ENERGY SPECTRUM AND COMPOSITION

The all-particle cosmic ray energy spectrum carries combined information about the UHECR sources and about the
galactic and/or intergalactic media through which cosmic rays propagate. The flux suppression due to energy losses
by photo-pion production and photo-disintegration in the CMB (GZK-e↵ect) is the only firm prediction ever made
concerning the shape of the UHECR spectrum. First observations of a cut-o↵ were reported by HiRes and Auger
[5, 6] and in the Auger data it has reached a statistical significance of more than 20�. The most recent all-particle
energy spectrum measured by the Pierre Auger Collaboration is depicted in Fig. 2. The characteristic features have
been quantified by fitting a model that describes a spectrum by a power-law below the ankle J(E) = J0(E/Eankle)�1

and a power-law with a smooth suppression at the highest energies:
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Here, �1 and �2 are the spectral indices below and above the energy of the ankle, Eankle, respectively, Es is the energy
at which the di↵erential flux falls to one-half of the value of the power-law extrapolation from the intermediate
region, �� gives the increment of the spectral index beyond the suppression region, and J0 is the normalisation of
the flux, taken as the value of the flux at E = Eankle. The best fit parameters are: Eankle = (4.82 ± 0.07 ± 0.8) EeV,
Es = (42.1 ± 1.7 ± 7.6) EeV, �1 = 3.29 ± 0.02 ± 0.05, �2 = 2.60 ± 0.02 ± 0.1, �� = 3.14 ± 0.2(stat) ± 0.4(sys).

A practical definition for specifying the cuto↵ energy is given by E1/2, where the flux with cuto↵ becomes lower
by a factor of 2 than power-law extrapolation [26]. Computing this number as the integral of the parameterisation
given by Eq. (1) yields E1/2 = (2.47 ± 0.01±0.82

�0.34(sys)) · 1019 eV [25]. This value di↵ers at the level of 3.4� from the
value of ⇡ 5.3 · 1019 eV predicted in [26] under the assumption that the sources of UHECRs are uniformly distributed
over the universe and that they accelerate protons only.



Combined fit

๏Fit spectrum and Xmax 
๏Uniform source model 
๏Free parameters: 
๏ Injection spectral index 𝛾 
๏ Cutoff rigidity Rcut 
๏ Spectrum normalization J0 
๏ Mass fractions fA (4 independent) 

H, He, N, Si, Fe 

๏Propagation 
๏ Photon interaction: CMB, EBL 
๏ Pair production 
๏ Photodisintegration

11

} Different models
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Figure 1. Deviance
√
D −Dmin, as function of γ and log10(Rcut/V). The dot indicates the position

of the best minimum, while the dashed line connects the relative minima of D (valley line). In the
inset, the distribution of Dmin in function of γ along this line.

necting (γ, log10(Rcut/V )) minima (dashed line in the figure), corresponding in each point to
the best fit of the other parameters (J0 and fA).

From the figure we see that there is a very definite correlation between γ and Rcut:
this correlation is a quite general feature of the combined fit, appearing in all the different
variations of the reference fit discussed below. Considering the deviance distribution it is
immediate to note that there are two regions of local minima: one, which contains the best
minimum, corresponds to a low value of Rcut and a spectral index γ ≈ 1; this minimum
region is quite extended towards smaller values of γ at a slowly decreasing Rcut. In figure 2
we present the spectrum data we actually fit and the Xmax distributions together with the
fitted functions, while in figure 3 the fit results are compared for reference to the all-particle
spectrum and Xmax momenta. The essential features of such a model have been discussed
elsewhere [19, 20] and, using a similar approach to that of this work, in [21], the general
features being a low maximum rigidity around log10(Rcut/V) = 18.5, a hard spectrum and a
composition dominated by Helium and heavier elements.

There is also a second relative minimum, which appears less extended, around the
pair γ = 2.04 and log10(Rcut/V) = 19.88. For nuclei injected with these parameters the
effects of interactions during propagation are dominant, as it is demonstrated by copious
production of high energy secondaries (in particular Hydrogen). This is the reason why in
this region the fit to composition is quite bad, as reported in table 1 and in figure 4, withXmax

simulated distributions almost always larger than experimentally observed; this solution, in
the reference model, can be excluded at the 7.5σ level.

– 10 –

Fit result

2 minima 

Extended 
1st min
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1st minimum

๏Absence of Fe?
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Figure 3. Top: simulated energy spectrum of UHECRs (multiplied by E3) at the top of the Earth’s
atmosphere, obtained with the best-fit parameters for the reference model using the procedure de-
scribed in section 3. Partial spectra are grouped as in figure 2. For comparison the fitted spectrum
is reported together with the spectrum in [4] (filled circles). Bottom: average and standard deviation
of the Xmax distribution as predicted (assuming EPOS-LHC UHECR-air interactions) for the model
(brown) versus pure 1H (red), 4He (grey), 14N (green) and 56Fe (blue), dashed lines. Only the energy
range where the brown lines are solid is included in the fit.

H He N Si γ

He −0.78

N −0.61 −0.01

Si −0.43 −0.08 +0.75

γ −0.26 −0.32 +0.80 +0.89

log10(Rcut/V) −0.59 +0.00 +0.93 +0.84 +0.86

Table 2. Correlation coefficients among fit parameters (SPG model, EPOS-LHC UHECR-air inter-
actions) as derived from the mock simulated sets.

Including the systematics as nuisance parameters in the fit, we obtain the results in
table 3. Here the average value and uncertainty interval of the model parameters include
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Figure 4. Same as figure 3 at the local minimum at γ = 2.04, SPG propagation model, EPOS-LHC
UHECR-air interactions.

both statistical and systematic uncertainties of the measurement. Also shown are shifts in
the energy scale and Xmax scale of the experiment as preferred by the fit. Both remain
within one standard deviation of the given uncertainties. The effect of fixed shifts within the
experimental systematics are reported in table 4.

From the results one can infer that the total deviance of the fit is not strongly sensitive
to shifts in the energy scale, though the injection mass fractions are. This is because an
increase (or decrease) in the observed position of the energy cutoff can be reproduced by
assuming a heavier (lighter) mass composition, as the photo-disintegration threshold energy
is roughly proportional to the mass number of the nuclei.

On the other hand, a negative 1 σ change on the Xmax scale does not change D(J)
and slightly improves D(Xmax) and moves γ towards somewhat larger values. A positive
change dramatically drives γ towards negative values outside the fitted interval and moves
Rcut towards lower values, since it implies a lighter composition at all energies, in strong
disagreement with the width of the Xmax distributions. Taking into account systematics as
in tables 3 and 4, the p-value of the best fit becomes p ≈ 6%. In figures 5, 6 the changes of
the D(γ) and D(Rcut) relations with systematics are reported.
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Combined fit interpretation

๏1st minimum extended: hard to fix values 

๏2nd minimum well reproduced 
Too many protons 

๏Preferred low Rcut:  
Cutoff in spectrum combined effect of 
propagation (GZK) and source cutoff 

๏Mixed composition: conflicts with pure proton, 
electron dip model
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Anisotropy: Rayleigh analysis in right ascension

๏Harmonic analysis in Right Ascension 

๏Weights account for small non-uniformities 

๏Obtain: amplitude and phase of 1st harmonic 

๏For events above 8 EeV 
๏ Amplitude 
๏ Chance probability 
๏ After penalization:  
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Event rate vs Right Ascension
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CR dipole vs 2MRS dipole

๏Cross indicates CR dipole, Diamond 2MRS dipole 
๏Expected deflection shown for specific model 

for magnetic fields
18
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Needlet analysis

๏Needlet: localized wavelet on sphere 
๏Reproduces: deviation from isotropy for  

E > 8 EeV

19

Figure 4: Results from the needlet analysis for j = 0 − 5 for 4 ≤ E/EeV < 8 in the left hand-panel and
for E ≥ 8 EeV in the right-hand panel. The S-value distribution from 500,000 (1,000,000 for

E ≥ 8 EeV) isotropic simulations for j = 0 − 5 is shown. The red straight arrow stands for the S-value
threshold to accept/reject the isotropy hypothesis at the 99% C.L.. The S-value from data is

represented by the black dashed arrow. In the left hand-panel the S-value is smaller than that threshold
supporting the isotropy hypothesis. In the right-hand panel the S-value from data is larger than the

99% C.L. threshold giving a hint of deviation from the isotropy hypothesis.

4.2 Needlet analysis

As in the case of the angular power spectrum method, the data are analysed in two separate
energy bins: 4 ≤ E/EeV < 8 and E ≥ 8 EeV. The results for the 4 ≤ E/EeV < 8 energy bin
are shown on the left-hand side of Figure 4. The S-value distribution for j = 0 − 5 of 500,000
isotropic Monte-Carlo sky maps is shown. The S-value of the data set is indicated by the black
dashed arrow while the 99% C.L. limit is represented by the red straight arrow. Of all isotropic
sky maps 27% have either the same or a higher significance and hence no deviation from isotropy
is detected. The percentage of more or equally isotropic sky maps of the individual needlet scales
is listed in Table 2. No deviation from isotropic expectations is observed at any single scale j.

The results for the E ≥ 8 EeV energy bin are shown on the right-hand side of Figure 4. A
hint of a deviation from isotropic expectations of the global anisotropy estimator from j = 0 − 5
is observed. The probability of such a global estimator arising by chance from an isotropic
distribution is p = 2.5 × 10−3. The reason for the difference between the p-values obtained
from both analyses is that, in accordance with Monte-Carlo studies, the needlet method is
less sensitive to large-scale anisotropies than the angular power spectrum, although it is more
sensitive to small-scale patterns, not found in this study. For example, the detection power at
a C.L. of 99% of the angular power spectrum to a dipole with an amplitude of 7%, located
at δ = −40◦ and the same number of events as in the bin with E ≥ 8 EeV, lies around 89%
whereas the needlet method achieves a detection power around 66%. On the other hand, for a
point source with a given width, the angular power spectrum can need up to twice the number
of events from the source to achieve the same sensitivity. Although the deviation from isotropic
expectations is captured by the global anisotropy estimator, it can be observed from results for
each needlet scale collected in Table 2, that only the j = 0 needlet scale is contributing to the
signal.

With B = 2.0, it turns out that the j = 0 needlet scale corresponds to the dipolar scale
ℓ = 1 in terms of spherical harmonics. For comparison purposes, and from a correspondence table
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Neutrino detection: Geometry of air showers
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Close to core

Far from core

At any distance

Younger Shower
•Thick front
•Large curvature

Older Shower
•Thin front
•Small curvature

most active region



Neutrino detection: Geometry of air showers
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Younger Shower
•Thick front
•Large curvature

Older Shower
•Thin front
•Small curvature

most active region

Ground (inclined)



Inclined showers
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Hadronic shower:
Old, develops far from 
the detector

Neutrino shower:
Early region:   young
Late region:     old

Note:
1000g/cm2 are
≈10km at 90°
∴Showers age along 
    footprint



Inclined showers
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“Slow & broad signal” 

“Fast & narrow signal” 



Neutrino limits

Starts to limit some source models and approach 
cosmogenic flux predictions
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evolution and model for the transition from galactic to extragalactic cosmic-rays [18]. A 10-fold
increase in the exposure will be needed to reach the most optimistic predictions in case of a pure
iron composition at sources, out of the range of the current configuration of the observatory.

3.2 Limits to the integrated photon flux

The upper limits on the integral flux of photons, for E� > E0, are defined as:

FCL
� (E� > E0) =

NCL
�

�E � (3.3)

where E� is assigned according to the photon energy reconstruction; NCL
� is the Feldman-Cousins

upper limit to the number of photon events computed at a confidence level CL in the hypothesis of
no background event expected; �E � is the spectrum-weighted average exposure in the energy range
E� > E0. In the period of data taking considered, the value of �E � is 5200, 6800, 6300 km2 sr yr,
for E� >10, 20, 40 EeV respectively. The limits to the integral flux are:

F95%
� (E� > 10, 20, 40 EeV) < 1.9, 1.0, 0.49�10�3 km�2 yr�1 sr�1. (3.4)

The limits to the diffuse flux of photons obtained with the Auger Observatory are the most stringent
currently available above 1 EeV (Fig. 7). Top-down models of photon production from the decay
of heavy primordial particles [27, 28] are strongly disfavoured. Preliminary limits derived in this
work for E� > 10 EeV start constraining the most optimistic predictions of cosmogenic photon
fluxes in the assumption of a pure proton composition at the sources [27]. Cosmogenic models
using a primary spectral index of -2 and maximum energy of 1021 eV at the sources [17] predict an
integrated photon flux above 10 EeV �4 times lower than the current limits in the case of proton
primaries, �2 orders of magnitude lower if iron nuclei are injected at the sources.
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FIGURE 5. Left: Upper limits at 95 % C.L. to the di↵use flux of UHE photons derived from Auger SD and hybrid data (for
References see [8]). Right: Upper limits to the di↵use flux of UHE neutrinos at 90 % C.L. in integrated (horizontal lines) and
di↵erential form. Limits from Auger (red lines) are compared with cosmogenic neutrino models (for References see [25]). All
neutrino limits and fluxes are converted to a single-flavour.

neutrinos can travel to the observer with no interaction or deflection. The expected cosmogenic fluxes depend on the
composition and maximum energy of CRs at the sources and the emissivity, distribution, and cosmological evolution
of the acceleration sites. Thus, observing UHE photons or neutrinos, can pose constraints on the UHECR origin and
properties of the sources.

UHE Photons: Showers induced by photons are characterised by a lower content of muons and larger average
depth of maximum of longitudinal development (Xmax) than showers initiated by nuclei with the same energy. This is
due to the radiation length being more than two orders of magnitude smaller than the mean free path for photo-nuclear
interaction, causing a reduced transfer of energy to the hadron/muon channel, and to the development of the EAS
being delayed by the typically small multiplicity of electromagnetic interactions. The Landau-Pomeranchuk-Migdal
(LPM) e↵ect becomes important beyond 10 EeV [39] and is accounted for in the CORSIKA [40] simulations. The
CORSIKA output is then injected to the Auger detector simulation package O✏ine [41] to study the detector response
to photon induced EAS. Searches for photons at E > 10 EeV are performed both by hybrid data and by data from the
SD only. The latter data set has more statistical power but less discrimination per event as compared to the hybrid data.
For this reason, the upper limits derived from the hybrid data-set reach down to lower photon energies while the limits
derived from the SD data set dominate at the higher energies. Recent updates of the di↵use flux limits of photons
derived from Auger data are presented in Fig. 5 (left) together with expected di↵use photon fluxes originating from
the GZK-process or from particle physics motivated top-down models [8]. These photon limits are the most stringent
ones currently available above 1 EeV and they disfavour top-down models most strongly and also start to constrain
the parameter space for cosmogenic photons in case of pure proton sources [35].

UHE Neutrinos: The complementary search for neutrinos exploits their extremely small cross-section with mat-
ter. At large zenith angles (✓ > 60�) the thickness of the atmosphere traversed is large enough to absorb almost
completely the electromagnetic component of EAS initiated by nucleons or even photons, leaving their signal dom-
inated by muons. EAS initiated by neutrinos very deep in the atmosphere, on the other hand, have a considerable
amount of the electromagnetic component remaining (“young” showers). Two types of neutrino-induced showers are
considered: (1) Earth-Skimming (ES) showers (90� < ✓ < 95�, induced by ⌫⌧ travelling upward with respect to the
vertical at the ground) can skim the crust of the Earth and interact close to the surface, producing a ⌧-lepton which
can decay in flight in the atmosphere close to the SD. At 1018 eV the mean decay length of the ⌧-lepton is ⇡ 50 km.
(2) Downward-Going (DG) showers (60� < ✓ < 90�) initiated by neutrinos of all flavours interacting in the atmosphere
close to the SD through neutral current or charged current interactions, as well as showers produced by ⌫⌧ interacting
in the mountains surrounding the observatory.

To identify neutrinos we search for very inclined “young” showers. Inclined showers are identified by: (i) a large
ratio length/width (L/W) of the major/minor axis of the ellipse encompassing the footprint of the EAS and (ii) the
distribution of apparent speeds of the trigger time between stations being required to have an average value close to
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shown together with previous results from the
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evolution and model for the transition from galactic to extragalactic cosmic-rays [18]. A 10-fold
increase in the exposure will be needed to reach the most optimistic predictions in case of a pure
iron composition at sources, out of the range of the current configuration of the observatory.

3.2 Limits to the integrated photon flux

The upper limits on the integral flux of photons, for E� > E0, are defined as:

FCL
� (E� > E0) =

NCL
�

�E � (3.3)

where E� is assigned according to the photon energy reconstruction; NCL
� is the Feldman-Cousins

upper limit to the number of photon events computed at a confidence level CL in the hypothesis of
no background event expected; �E � is the spectrum-weighted average exposure in the energy range
E� > E0. In the period of data taking considered, the value of �E � is 5200, 6800, 6300 km2 sr yr,
for E� >10, 20, 40 EeV respectively. The limits to the integral flux are:

F95%
� (E� > 10, 20, 40 EeV) < 1.9, 1.0, 0.49�10�3 km�2 yr�1 sr�1. (3.4)

The limits to the diffuse flux of photons obtained with the Auger Observatory are the most stringent
currently available above 1 EeV (Fig. 7). Top-down models of photon production from the decay
of heavy primordial particles [27, 28] are strongly disfavoured. Preliminary limits derived in this
work for E� > 10 EeV start constraining the most optimistic predictions of cosmogenic photon
fluxes in the assumption of a pure proton composition at the sources [27]. Cosmogenic models
using a primary spectral index of -2 and maximum energy of 1021 eV at the sources [17] predict an
integrated photon flux above 10 EeV �4 times lower than the current limits in the case of proton
primaries, �2 orders of magnitude lower if iron nuclei are injected at the sources.
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FIGURE 5. Left: Upper limits at 95 % C.L. to the di↵use flux of UHE photons derived from Auger SD and hybrid data (for
References see [8]). Right: Upper limits to the di↵use flux of UHE neutrinos at 90 % C.L. in integrated (horizontal lines) and
di↵erential form. Limits from Auger (red lines) are compared with cosmogenic neutrino models (for References see [25]). All
neutrino limits and fluxes are converted to a single-flavour.

neutrinos can travel to the observer with no interaction or deflection. The expected cosmogenic fluxes depend on the
composition and maximum energy of CRs at the sources and the emissivity, distribution, and cosmological evolution
of the acceleration sites. Thus, observing UHE photons or neutrinos, can pose constraints on the UHECR origin and
properties of the sources.

UHE Photons: Showers induced by photons are characterised by a lower content of muons and larger average
depth of maximum of longitudinal development (Xmax) than showers initiated by nuclei with the same energy. This is
due to the radiation length being more than two orders of magnitude smaller than the mean free path for photo-nuclear
interaction, causing a reduced transfer of energy to the hadron/muon channel, and to the development of the EAS
being delayed by the typically small multiplicity of electromagnetic interactions. The Landau-Pomeranchuk-Migdal
(LPM) e↵ect becomes important beyond 10 EeV [39] and is accounted for in the CORSIKA [40] simulations. The
CORSIKA output is then injected to the Auger detector simulation package O✏ine [41] to study the detector response
to photon induced EAS. Searches for photons at E > 10 EeV are performed both by hybrid data and by data from the
SD only. The latter data set has more statistical power but less discrimination per event as compared to the hybrid data.
For this reason, the upper limits derived from the hybrid data-set reach down to lower photon energies while the limits
derived from the SD data set dominate at the higher energies. Recent updates of the di↵use flux limits of photons
derived from Auger data are presented in Fig. 5 (left) together with expected di↵use photon fluxes originating from
the GZK-process or from particle physics motivated top-down models [8]. These photon limits are the most stringent
ones currently available above 1 EeV and they disfavour top-down models most strongly and also start to constrain
the parameter space for cosmogenic photons in case of pure proton sources [35].

UHE Neutrinos: The complementary search for neutrinos exploits their extremely small cross-section with mat-
ter. At large zenith angles (✓ > 60�) the thickness of the atmosphere traversed is large enough to absorb almost
completely the electromagnetic component of EAS initiated by nucleons or even photons, leaving their signal dom-
inated by muons. EAS initiated by neutrinos very deep in the atmosphere, on the other hand, have a considerable
amount of the electromagnetic component remaining (“young” showers). Two types of neutrino-induced showers are
considered: (1) Earth-Skimming (ES) showers (90� < ✓ < 95�, induced by ⌫⌧ travelling upward with respect to the
vertical at the ground) can skim the crust of the Earth and interact close to the surface, producing a ⌧-lepton which
can decay in flight in the atmosphere close to the SD. At 1018 eV the mean decay length of the ⌧-lepton is ⇡ 50 km.
(2) Downward-Going (DG) showers (60� < ✓ < 90�) initiated by neutrinos of all flavours interacting in the atmosphere
close to the SD through neutral current or charged current interactions, as well as showers produced by ⌫⌧ interacting
in the mountains surrounding the observatory.

To identify neutrinos we search for very inclined “young” showers. Inclined showers are identified by: (i) a large
ratio length/width (L/W) of the major/minor axis of the ellipse encompassing the footprint of the EAS and (ii) the
distribution of apparent speeds of the trigger time between stations being required to have an average value close to

Limits exotic
particles as
source of 
UHECR.



Search for magnetic monopoles
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We have not searched for this kind of candidate, which
would not guarantee a high-quality reconstruction of the
shower development.

IV. MONTE CARLO SIMULATIONS AND EVENT
RECONSTRUCTION

Monte Carlo samples of ultrarelativistic IMMs were
simulated for Lorentz factors in the range γ ¼ 108–1012

at a fixed monopole energy of Emon ¼ 1025 eV, because the
monopole energy loss does not depend onEmon but rather on
γ in the ultrarelativistic regime of this search.While we used
a fixed Emon in the simulations, the results can be readily
applied to a much larger range of monopole energies.
To estimate the background from UHECRs, we simu-

lated proton showers with energy Ep between 1018 and
1021 eV. Proton primaries are chosen to obtain a
conservative estimate of the cosmic-ray background
(cf. Sec. VII). We used three different models—
QGSJetII-04, Sibyll 2.1 and EPOS-LHC—to account for
uncertainties in the hadronic interactions. Events were
simulated according to an E−1

p energy spectrum, to ensure
sufficient Monte Carlo statistics at the highest energy, and
then appropriately weighted to reproduce the energy
spectrum measured by the Pierre Auger observatory [33].
For both the IMM and UHECR simulations, we used the

CORSIKA package [26] to generate an isotropic distribu-
tion of showers above the horizon, and the Auger Ōffline
software [34] to produce the corresponding FD and SD
events. We found that the standard event reconstruction,
which is optimized for UHECRs, provides equally accurate
direction and longitudinal profile for ultrarelativistic IMM
showers. An example of reconstructed longitudinal profile
for a simulated magnetic monopole of energy 1025 eV and
γ ¼ 1011 is shown in Fig. 3 indicating the profile of the
generated CORSIKA shower (blue line) and the result of a

fit of the reconstructed profile with a Gaisser-Hillas
function [35] (red line). For standard UHECRs, the energy,
Esh, and the depth of maximum development, Xmax, of the
shower are estimated by the integral of the fitted profile and
by the position of its maximum, respectively. When applied
to an ultrarelativistic IMM shower profile, the Gaisser-
Hillas parametrization provides a very good fit of the
portion of the profile detected in the FD field of view
(cf. red and blue lines in Fig. 3 in the relevant range). Also,
due to the steep rising of the ultrarelativistic IMM profile,
the fit systematically converges to a value of Xmax beyond
the lower edge of the FD field of view, corresponding to the
largest visible slant depth, Xup. We use this characteristic to
reject most of the standard UHECR showers, which
constitute the background for this search. Since Xmax of
standard UHECR showers are located in FD field of view, a
specific selection is required to search for the IMM profile.
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FIG. 2. Longitudinal profile of the energy deposited by an
ultrarelativistic IMM of Emon ¼ 1025 eV, γ ¼ 1011 and zenith
angle of 70° (red solid line). The profile of a UHECR proton
shower of energy 1020 eV is shown as a black solid line.

FIG. 3. Reconstructed signals for a simulated magnetic mo-
nopole of energy 1025 eV and γ ¼ 1011. In (a), the FD camera
view is shown with color-coded timing of triggered pixels (time
increases from blue to red). The red (blue) line indicates the
reconstructed (simulated) shower direction projected on the
camera view. In (b), the reconstructed longitudinal profile of
the shower is shown. The red line is the result of a Gaisser-Hillas
fit of the profile, with the red cross indicating the position of
Xmax. The blue line represents the simulated profile of the
monopole shower. The selection variables Xup, the largest visible
slant depth, and dE=dXjXup, energy deposited at Xup, are also
indicated.
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and systematic uncertainties outlined in [38], which would
worsen the upper limit by a factor of 1.05, we adopted a
more conservative approach and multiplied Φ90%C:L: by a
factor of f ¼ 1þ n × 0.21, where n ¼ 1.28 corresponds to
the 90% C.L.
Our final 90% C.L. upper limits on the flux of ultra-

relativistic IMMs are reported in Table II and shown in
Fig. 8, together with results from previous experiments.
Following the treatment of [13], the MACRO and SLIM
limits extrapolated to γ ≥ 109 were weakened by a factor of
2 to account for the IMM attenuation when passing through
the Earth.
Several checks of the analysis were performed. Variation

of the selection criteria within reasonable ranges still
resulted in no candidate. The UHECR energy spectrum
was varied within its uncertainties [33], with negligible
effect on the background estimation. The background for
the IMM search is dominated by deeply penetrating
UHECR showers, which are found in the tail of the
Xmax distribution and depend on the characteristics of
the hadronic interactions. We used three different had-
ronic-interaction models (Sec. V) to simulate UHECR
protons for background estimation. Ultrahigh-energy pho-
tons are also expected to produce deeply penetrating
showers, which may mimic an IMM event. The photon
hypothesis should be carefully evaluated in case a candi-
date IMM is found. Since this search ended with a null
result, the zero background assumption produces the most
conservative limit also including the possibility of ultra-
high-energy photons. Lastly, we compared the CORSIKA
energy-loss model with analytical approximations and
other Monte Carlo codes [39], and found good agreement.

VIII. CONCLUSIONS

We presented the first search for magnetic monopoles
ever performed with a UHECR detector, using the Pierre
Auger observatory. The particle showers produced by
electromagnetic interactions of an ultrarelativistic monop-
ole along its path through the atmosphere result in an
energy deposit comparable to that of a UHECR, but with a
very distinct profile which can be distinguished by the
fluorescence detector. We have looked for such showers in
the sample of hybrid events collected with Auger between
2004 and 2012, and no candidate was found. A 90% C.L.
upper limit on the flux of magnetic monopoles was placed,
which is compared with results from previous experiments
in Fig. 8. Ours is the best limit for γ ≥ 109, with a factor of
10 improvement for γ ≥ 109.5. This result is valid for a
broad class of intermediate-mass ultrarelativistic monop-
oles (Emon ≈ 1025 eV and M ∼ 1011–1016 eV=c2) which
may be present today as a relic of phase transitions in the
early Universe. Since the background—less than 0.1 events
in the current data set—is not a limiting factor in the search,
the upper bound improves with the steadily increasing
exposure of the Pierre Auger observatory.
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Composition and Xmax

๏Both Xmax and RMS(Xmax) depend on 
๏ Energy: Number of generations in air shower 
๏ Cross-section, i.e., type of primary: 

σ(Fe-Air) > σ(p-Air)
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Composition

๏ Indication of a change from light to heavy as 
energy increases 

๏ Interpretation requires models 
๏Observation not compatible with all models
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Mixed composition at ankle: Spread of Xmax

๏Correlation Xmax-Signal cannot be fitted using 
pure composition (A const, i.e., σ(ln A) = 0 ) 
๏ r_G: Measure for correlation

29
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Fig. 2. Dependence of the correlation coefficients rG on σ (ln A) for EPOS-LHC (left) and QGSJetII-04 (right). Each simulated point corresponds to a mixture with different 
fractions of protons, helium, oxygen and iron nuclei, the relative fractions changing in 0.1 steps (4 points for pure compositions are grouped at σ (ln A) = 0). Colors of the 
points indicate ⟨ln A⟩ of the corresponding simulated mixture. The shaded area shows the observed value for the data. Vertical dotted lines indicate the range of σ (ln A) in 
simulations compatible with the observed correlation in the data.

the maximum spread of masses 0.5 p–0.5 Fe (σ (ln A) ≃ 2) for all 
three interaction models. For the data, a negative correlation of 
rG(X∗

max, S∗
38) = −0.125 ± 0.024 (stat) is found. For proton simula-

tions correlations are close to zero or positive in all models. Pure 
compositions of heavier primaries show even more positive corre-
lations (rG ≥ 0.09) than for protons. Hence, observations cannot be 
reproduced by any pure composition of mass A ≥ 1, irrespective of 
the interaction model chosen.

In the proton dip model, even small admixtures of heavier nu-
clei, such as a 15–20% helium fraction at the sources, were shown 
to upset the agreement of the pair-production dip of protons with 
the observed flux [1,2,26,27]. The values of rG in simulations for a 
mixture at Earth of 0.8 p–0.2 He are added in Table 1. They are es-
sentially unaltered compared to the pure proton case and equally 
inconsistent to the observed correlation.

Further, the correlation is found to be non-negative rG(X∗
max,

S∗
38) ! 0 for all p–He mixtures. Thus, the presence of primary nu-

clei heavier than helium A > 4 is required to explain the data.
We also checked the case of O–Fe mixtures, i.e. a complete 

absence of light primaries. A minimum value of rG ≈ −0.04 is 
reached for mixtures produced with EPOS-LHC for fractions close 
to 0.5 O–0.5 Fe. With smaller significance, light primaries there-
fore appear required as well to describe the observed correla-
tion.

In Fig. 2 the dependence of the simulated correlation rG(X∗
max,

S∗
38) on the spread σ (ln A) is shown for EPOS-LHC and QGSJetII-04 

(results for Sibyll 2.1 are almost identical to those of QGSJetII-04). 
A comparison with the data indicates a significant degree of mix-
ing of primary masses. Specifically, σ (ln A) ≃ 1.35 ±0.35, with val-
ues of σ (ln A) ≃ 1.1–1.6 being consistent with expectations from 
all three models. The fact that differences between models are 
moderate reflects the relative insensitivity of this analysis to de-
tails of the hadronic interactions.

In Fig. 3 the observed values of rG are presented in four indi-
vidual energy bins. From simulations, only a minor change of rG
with energy is expected for a constant composition. The data are 
consistent with a constant rG with χ2/dof ≃ 6.1/3 (P ≃ 11%). Al-
lowing for an energy dependence, a straight-line fit gives a positive 
slope and χ2/dof ≃ 3.2/2 (P ≃ 20%). More data are needed to de-
termine whether a trend towards larger rG (smaller σ (ln A)) with 
energy can be confirmed.

Fig. 3. The correlation coefficients rG for data in the energy bins lg(E/eV) =
18.5–18.6; 18.6–18.7; 18.7–18.8; 18.8–19.0. Numbers of events in each bin are 
given next to the data points. The gray band shows the measured value for data 
in the whole range lg(E/eV) = 18.5–19.0. Predictions for the correlations rG in this 
range for pure proton and iron compositions, and for the extreme mix 0.5 p–0.5 Fe
from EPOS-LHC and QGSJetII-04 are shown as hatched bands (for Sibyll 2.1 values 
are similar to those of QGSJetII-04). The widths of the bands correspond to statisti-
cal errors.

5. Uncertainties

5.1. Cross-checks

Several cross-checks were performed. In all cases, the conclu-
sions were found to be unchanged. The cross-checks included: 
(i) a division of the data set in terms of time periods, FD telescopes 
or zenith angle ranges; (ii) variations of the event selection crite-
ria; (iii) variations of the scaling functions when transforming to 
the reference zenith angle and energy; (iv) adopting other meth-
ods to calculate the correlation coefficient [18]; and (v) studying 
the effect of possible ‘outlier’ events. Regarding (iv), the smallest 
difference between the data and pure compositions is found for 
EPOS-LHC protons and it is 5.2σstat for rG (cf. Table 1), and ≥7σstat
for Pearson and Spearman correlation coefficients. As an example 
of the last point (v), events were artificially removed from the data 
set so as to increase the resulting value of rG as much as possible, 
i.e., to bring it closer to the predictions for pure compositions. Re-



Mixed composition at ankle: Spread of Xmax

๏Correlation Xmax-Signal cannot be fitted using 
pure composition (A const, i.e., σ(ln A) = 0 ) 
๏ r_G: Measure for correlation

29

Pierre Auger Collaboration / Physics Letters B 762 (2016) 288–295 293

Fig. 2. Dependence of the correlation coefficients rG on σ (ln A) for EPOS-LHC (left) and QGSJetII-04 (right). Each simulated point corresponds to a mixture with different 
fractions of protons, helium, oxygen and iron nuclei, the relative fractions changing in 0.1 steps (4 points for pure compositions are grouped at σ (ln A) = 0). Colors of the 
points indicate ⟨ln A⟩ of the corresponding simulated mixture. The shaded area shows the observed value for the data. Vertical dotted lines indicate the range of σ (ln A) in 
simulations compatible with the observed correlation in the data.

the maximum spread of masses 0.5 p–0.5 Fe (σ (ln A) ≃ 2) for all 
three interaction models. For the data, a negative correlation of 
rG(X∗

max, S∗
38) = −0.125 ± 0.024 (stat) is found. For proton simula-

tions correlations are close to zero or positive in all models. Pure 
compositions of heavier primaries show even more positive corre-
lations (rG ≥ 0.09) than for protons. Hence, observations cannot be 
reproduced by any pure composition of mass A ≥ 1, irrespective of 
the interaction model chosen.

In the proton dip model, even small admixtures of heavier nu-
clei, such as a 15–20% helium fraction at the sources, were shown 
to upset the agreement of the pair-production dip of protons with 
the observed flux [1,2,26,27]. The values of rG in simulations for a 
mixture at Earth of 0.8 p–0.2 He are added in Table 1. They are es-
sentially unaltered compared to the pure proton case and equally 
inconsistent to the observed correlation.

Further, the correlation is found to be non-negative rG(X∗
max,

S∗
38) ! 0 for all p–He mixtures. Thus, the presence of primary nu-

clei heavier than helium A > 4 is required to explain the data.
We also checked the case of O–Fe mixtures, i.e. a complete 

absence of light primaries. A minimum value of rG ≈ −0.04 is 
reached for mixtures produced with EPOS-LHC for fractions close 
to 0.5 O–0.5 Fe. With smaller significance, light primaries there-
fore appear required as well to describe the observed correla-
tion.

In Fig. 2 the dependence of the simulated correlation rG(X∗
max,

S∗
38) on the spread σ (ln A) is shown for EPOS-LHC and QGSJetII-04 

(results for Sibyll 2.1 are almost identical to those of QGSJetII-04). 
A comparison with the data indicates a significant degree of mix-
ing of primary masses. Specifically, σ (ln A) ≃ 1.35 ±0.35, with val-
ues of σ (ln A) ≃ 1.1–1.6 being consistent with expectations from 
all three models. The fact that differences between models are 
moderate reflects the relative insensitivity of this analysis to de-
tails of the hadronic interactions.

In Fig. 3 the observed values of rG are presented in four indi-
vidual energy bins. From simulations, only a minor change of rG
with energy is expected for a constant composition. The data are 
consistent with a constant rG with χ2/dof ≃ 6.1/3 (P ≃ 11%). Al-
lowing for an energy dependence, a straight-line fit gives a positive 
slope and χ2/dof ≃ 3.2/2 (P ≃ 20%). More data are needed to de-
termine whether a trend towards larger rG (smaller σ (ln A)) with 
energy can be confirmed.

Fig. 3. The correlation coefficients rG for data in the energy bins lg(E/eV) =
18.5–18.6; 18.6–18.7; 18.7–18.8; 18.8–19.0. Numbers of events in each bin are 
given next to the data points. The gray band shows the measured value for data 
in the whole range lg(E/eV) = 18.5–19.0. Predictions for the correlations rG in this 
range for pure proton and iron compositions, and for the extreme mix 0.5 p–0.5 Fe
from EPOS-LHC and QGSJetII-04 are shown as hatched bands (for Sibyll 2.1 values 
are similar to those of QGSJetII-04). The widths of the bands correspond to statisti-
cal errors.

5. Uncertainties

5.1. Cross-checks

Several cross-checks were performed. In all cases, the conclu-
sions were found to be unchanged. The cross-checks included: 
(i) a division of the data set in terms of time periods, FD telescopes 
or zenith angle ranges; (ii) variations of the event selection crite-
ria; (iii) variations of the scaling functions when transforming to 
the reference zenith angle and energy; (iv) adopting other meth-
ods to calculate the correlation coefficient [18]; and (v) studying 
the effect of possible ‘outlier’ events. Regarding (iv), the smallest 
difference between the data and pure compositions is found for 
EPOS-LHC protons and it is 5.2σstat for rG (cf. Table 1), and ≥7σstat
for Pearson and Spearman correlation coefficients. As an example 
of the last point (v), events were artificially removed from the data 
set so as to increase the resulting value of rG as much as possible, 
i.e., to bring it closer to the predictions for pure compositions. Re-



Muon fraction

๏Extracted fraction of muons and models 
disagree ⇒ rescale

30

center-of-mass reference frame of the UHECR and air
nucleon, far above the LHC energy scale.
Figure 2 shows the ratio of Sð1000Þ, the ground signal

size at 1000 m from the shower core [2], for the events in
our sample relative to that predicted for simulated events
with matching zenith angle, depth-of-shower-maximum
(Xmax) and calorimetric FD energy, for QGSJet-II-04 [3]
and EPOS-LHC [5]. For each HEG, the analysis is done
using the composition mix which reproduces the observed
Xmax distribution [8,9]; we also show the result for pure
protons for comparison. The discrepancy between a mea-
sured and simulated Sð1000Þ evident in Fig. 2 is striking, at
all angles and for both HEGs, and for both the mixed
composition and pure proton cases.
The zenith angle dependence of the discrepancy is the

key to allowing RE and Rhad to be separated. As seen in
Fig. 3, the ground signal from the hadronic component is
roughly independent of zenith angle, whereas that of the
EM component falls with secðθÞ, so that to reproduce the
rise seen in Fig. 2, the hadronic component must be

increased with little or no modification of the EM compo-
nent. This will be quantified below.
The analysis relies on there being no significant zenith-

angle-dependent bias in the determination of the SD and
FD signals. The accuracy of the detector simulations as a
function of zenith angle in the 0°–60° range of the study
here, and hence the absence of a zenith-angle-dependent
bias in the SD reconstruction, has been extensively vali-
dated with muon test data [16]. The absence of zenith-angle
dependence in the normalization of the FD signal follows
from the zenith-angle independence of EFD=ESD of indi-
vidual hybrid events.
Production of simulated events.—The first step of the

analysis is to generate a set of Monte Carlo (MC) events, to
find simulated events matching the LPs of the data events.
The MC air-shower simulations are performed using the
SENECA simulation code [17], with FLUKA [19] as the low-
energy HEG. Simulation of the surface detector response is
performed with GEANT4 [20] within the software frame-
work Offline [21] of the Auger Observatory. We produce
showers matching each data event, with both HEGs and for
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FIG. 2. The average ratio of Sð1000Þ for observed and
simulated events as a function of zenith angle, for mixed or
pure proton compositions.
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lateral distribution function (LDF) fit to the signal.

FIG. 2. The average ratio of Sð1000Þ for observed and
simulated events as a function of zenith angle, for mixed or
pure proton compositions.
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the Haverah Park detector [27] showed that observables
related to time-spread have sensitivity to the mass of the
primary particle. In composition studies, the risetime, t1=2,
is usually employed to characterize the recorded signal. It is
defined as the time of increase from 10% to 50% of the total
integrated signal. The average risetime is a function of the
distance to the axis of the shower and of the zenith angle of
that shower. In individual events it is necessary to take
account of the time at which each detector is struck. Note

that detectors that are hit later will register the shower after
it has passed through additional atmosphere, and the
particles detected, in particular the muons, will in general
come from a smaller angle to the shower axis. To describe
this we introduce the concept of “early” and “late” detectors
(see Fig. 1). We classify as “early” those detectors that
record the passage of the shower front first. With our
convention these correspond to detectors with polar angles
jζj < π=2 with respect to the direction of the shower axis
projected on to the ground. Detectors in the jζj > π=2
region are dubbed “late.”
The top two panels of Fig. 2 show the recorded

signals for a nearly vertical event in an early station (left)
and a late station (right) (the reconstructed zenith angle is
15.7°). The FADC traces can, to a good approximation, be
considered equal in amplitude and time-spread. The bottom
panels of Fig. 2 show two typical FADC signals recorded
for an event with a reconstructed energy of 7.7 EeV and a
zenith angle of 52° (early and late as above). In this event,
although both detectors are located at similar distances
from the shower core, the traces are strikingly different,
both in magnitude and time structure. We observed this
asymmetric behavior (in total signal and time-spread)
for the first time in the FADC traces recorded with the
detectors of the Engineering Array constructed for the
Observatory [28].

FIG. 1. Schematic view of the shower geometry. The incoming
direction of the primary particle defines two regions, “early”
(jζj < π=2) and “late” region (jζj > π=2). Note the different
amount of atmosphere traversed by the particles reaching the
detectors in each region.
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FIG. 2. Top: two stations in an event of 16.9 EeV and 15.7° in zenith. Bottom: two stations in an event of 7.7 EeV and 52° in zenith.
Left panels correspond to early stations while right panels correspond to late stations.
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the Haverah Park detector [27] showed that observables
related to time-spread have sensitivity to the mass of the
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defined as the time of increase from 10% to 50% of the total
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that detectors that are hit later will register the shower after
it has passed through additional atmosphere, and the
particles detected, in particular the muons, will in general
come from a smaller angle to the shower axis. To describe
this we introduce the concept of “early” and “late” detectors
(see Fig. 1). We classify as “early” those detectors that
record the passage of the shower front first. With our
convention these correspond to detectors with polar angles
jζj < π=2 with respect to the direction of the shower axis
projected on to the ground. Detectors in the jζj > π=2
region are dubbed “late.”
The top two panels of Fig. 2 show the recorded
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and a late station (right) (the reconstructed zenith angle is
15.7°). The FADC traces can, to a good approximation, be
considered equal in amplitude and time-spread. The bottom
panels of Fig. 2 show two typical FADC signals recorded
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zenith angle of 52° (early and late as above). In this event,
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from the shower core, the traces are strikingly different,
both in magnitude and time structure. We observed this
asymmetric behavior (in total signal and time-spread)
for the first time in the FADC traces recorded with the
detectors of the Engineering Array constructed for the
Observatory [28].
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VI. COMPARISON WITH PREVIOUS
MEASUREMENTS AND CONCLUSIONS

The azimuthal dependence of the t1=2 values obtained
from about 2 × 105 FADC traces registered by the SD
detector of the Pierre Auger Observatory has been used to
obtain a mass-sensitive parameter, ðsec θÞmax. The evolution
of this parameter as a function of energy, above 3 × 1018 eV,
has been studied in two ranges of core distance interval. The
comparison with predictions from the most up-to-date
hadronic models, EPOS-LHC and QGSJETII-04, although
hinting at a transition from lighter to heavier composition as
the energy increases, does not allow us to draw strong
conclusions on its absolute value. This is because the

predictions are at variance not only with the two models,
but even with the two distance ranges. In particular, the
comparison between data and predictions from QGSJETII-
04 suggests unphysical conclusions, with the mass seem-
ingly dependent upon the distance of the stations from the
core. This is a clear indication that further deficiencies in the
modeling of showers must be resolved before ðsec θÞmax can
be used to make inferences about mass composition. It also
shows that the reach of the ðsec θÞmax observable extends to
providing a test of hadronic interactions models.
We conclude by making a comparison in Fig. 11 of mass

values (in terms of hlnAi) obtained from the measurements
of ðsec θÞmax for the two distance ranges to previous mass
estimates from the Pierre Auger Observatory [5,13]. The
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FIG. 11. hlnAi as a function of energy as predicted by EPOS-LHC and QGSJETII-04. Results from the asymmetry analysis in both r
intervals are shown and compared with those from the elongation curve [5] and the MPD method [13].
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periods of time after either GW event. The average (root-
mean squared) number of active stations during the search
periods of the GW150914 and GW151226 events and of
the LVT151012 candidate amount, respectively, to ∼97.5%
(∼1.5%), ∼95.6% (∼5.5%), and ∼94.0% (6.5%) of the total
number of stations in the SD array.
The arrival directions of cosmic rays are determined in

Auger from the relative arrival times of the shower front in
the triggered stations. The angular accuracy depends on the
number of triggered stations, on the energy and on the
zenith angle of the shower. Studies of cosmic-ray-induced
showers below 80° zenith angle have revealed that the
angular resolution is better than 2.5°, improving signifi-
cantly as the number of triggered stations increases [28,29].
Similar results are expected for neutrino-induced showers.
Unfortunately the field of view of the ES channel did

not overlap within !500 s of the time of coalescence of

event GW150914 with the 90% C.L. contour enclosing its
position; see the top panel of Fig. 2. However there is a
significant overlap in the case of GW151226 as can be
seen in the bottom panel of Fig. 2 and also in the case
of LVT151012. Also GW150914, GW151226, and
LVT151012 are visible in the DGH angular range
75° < θ < 90° within !500 s of occurrence—see Fig. 2.
In all cases a significant portion of the inferred position of
the source is visible for a fraction of the time in 1 day after
the corresponding GW event, as the Earth rotates and the
field of view of the ES and DGH analyses moves through
the sky (see Fig. 1).
The search for UHE neutrinos in Auger data produced

the following results:
(i) No inclined showers passing the ES or DGH

selection were found in the time window !500 s
around GW150914 or GW151226.
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FIG. 2. Instantaneous field of view of the ES (red band) and
DGH (blue band) channels at the moment of coalescence of
GW150914 (top panel) and of GW151226 (bottom panel). The
black spots represent the 90% C.L. contour enclosing the
positions of the corresponding GW events. Note that by chance
the instantaneous field of view of Auger is approximately the
same at the instants of occurrence of both GW events.

FIG. 1. Sky map in equatorial coordinates where the color scale
indicates the fraction of one sidereal day forwhich a pointlike source
at declination δ is visible to the SD of the Auger Observatory
(latitude λ ¼ −35.2°) at zenith angle90° < θ < 95° (toppanel), and
75° < θ < 90° (bottom panel). The white solid lines indicate the
90% C.L. contour position of GW150914 [1,2] and the dashed
white lines indicate the corresponding 90% C.L. contour position
of GW151226 [3,4]. Thewhite star indicates the best-fit position of
the GW150914 event obtained in combination with data from the
Fermi-GBM instrument (see Fig. 10 in [7]).
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FIG. 2. Instantaneous field of view of the ES (red band) and
DGH (blue band) channels at the moment of coalescence of
GW150914 (top panel) and of GW151226 (bottom panel). The
black spots represent the 90% C.L. contour enclosing the
positions of the corresponding GW events. Note that by chance
the instantaneous field of view of Auger is approximately the
same at the instants of occurrence of both GW events.

FIG. 1. Sky map in equatorial coordinates where the color scale
indicates the fraction of one sidereal day forwhich a pointlike source
at declination δ is visible to the SD of the Auger Observatory
(latitude λ ¼ −35.2°) at zenith angle90° < θ < 95° (toppanel), and
75° < θ < 90° (bottom panel). The white solid lines indicate the
90% C.L. contour position of GW150914 [1,2] and the dashed
white lines indicate the corresponding 90% C.L. contour position
of GW151226 [3,4]. Thewhite star indicates the best-fit position of
the GW150914 event obtained in combination with data from the
Fermi-GBM instrument (see Fig. 10 in [7]).
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DGH (blue band) channels at the moment of coalescence of
GW150914 (top panel) and of GW151226 (bottom panel). The
black spots represent the 90% C.L. contour enclosing the
positions of the corresponding GW events. Note that by chance
the instantaneous field of view of Auger is approximately the
same at the instants of occurrence of both GW events.

FIG. 1. Sky map in equatorial coordinates where the color scale
indicates the fraction of one sidereal day forwhich a pointlike source
at declination δ is visible to the SD of the Auger Observatory
(latitude λ ¼ −35.2°) at zenith angle90° < θ < 95° (toppanel), and
75° < θ < 90° (bottom panel). The white solid lines indicate the
90% C.L. contour position of GW150914 [1,2] and the dashed
white lines indicate the corresponding 90% C.L. contour position
of GW151226 [3,4]. Thewhite star indicates the best-fit position of
the GW150914 event obtained in combination with data from the
Fermi-GBM instrument (see Fig. 10 in [7]).
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(i) No inclined showers passing the ES or DGH

selection were found in the time window !500 s
around GW150914 or GW151226.
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FIG. 2. Instantaneous field of view of the ES (red band) and
DGH (blue band) channels at the moment of coalescence of
GW150914 (top panel) and of GW151226 (bottom panel). The
black spots represent the 90% C.L. contour enclosing the
positions of the corresponding GW events. Note that by chance
the instantaneous field of view of Auger is approximately the
same at the instants of occurrence of both GW events.

FIG. 1. Sky map in equatorial coordinates where the color scale
indicates the fraction of one sidereal day forwhich a pointlike source
at declination δ is visible to the SD of the Auger Observatory
(latitude λ ¼ −35.2°) at zenith angle90° < θ < 95° (toppanel), and
75° < θ < 90° (bottom panel). The white solid lines indicate the
90% C.L. contour position of GW150914 [1,2] and the dashed
white lines indicate the corresponding 90% C.L. contour position
of GW151226 [3,4]. Thewhite star indicates the best-fit position of
the GW150914 event obtained in combination with data from the
Fermi-GBM instrument (see Fig. 10 in [7]).
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GW170817 / GRB170817A: NS-NS merger

๏NS-NS merger seen in Gravitational Waves 
๏Confirmed as short GRB (Fermi GBM, Integral)  
๏ Fermi LAT, H.E.S.S., HAWC observe region much later
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Neutrino Followup: IceCube, Antares, Pierre Auger Observatory

๏At time of GW trigger: 
Event in region of maximum sensitivity for Auger
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GW170817 Neutrino Limits

๏Time windows: 
500 sec, 14 days 

๏Only optimistic 
model constraint 
by observations 

๏Consistent with 
๏ GRB observed off-

axis 
๏ Low luminosity GRB
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Auger Upgrade

๏ Lack of knowledge of composition limits the 
interpretation of results 

๏Separate determination of muonic and 
electro-magnetic signal is important 

Goal: 
๏Determine origin of flux suppression: GZK or 

maximum energy of sources 
๏Search for proton component at the highest 

energies (➤ astronomy) 
๏Study air showers and particle production at  

Ecms > 70TeV
39



Karl-Heinz Kampert – University Wuppertal UHECR2014, Springdale (Utah), Oct. 2014

1) New SD-Electronics

17

Purpose: 
 • facilitate the readout of new electronic channels (PMTs)  
 • faster sampling (40➔120 MHz) for better timing and µ-identification  
 • enhanced dynamic range (by adding a small PMT) 
 • faster data processing and more sophisticated triggers 
 • better data monitoring  

• design is ready 
• prototypes are now 
  being produced 



Karl-Heinz Kampert – University Wuppertal UHECR2014, Springdale (Utah), Oct. 2014

2b) Enhanced Muon Counting: ASCII

22

Scintillator on top of tank

1 cm thick scintillator 
read out by green WLS

ASCII: Auger Scintillator for Composition II



Conclusions

๏Auger operating since 2004, complete since 2008 
๏Robust, stable detector. Results: 
๏ Spectrum: ankle, suppression 
๏ Anisotropy: Evidence for dipole 
๏ Competitive neutrino limits 
๏ Photon limits rule out some models 
๏ Exotics: Monopoles, Lorentz violation 
๏ Muon counting, asymmetries: discrepancy with 

interaction models 
๏ LIGO/VIRGO GW neutrino followup (MoU) 
๏ Measured p-Air cross-section at 57 TeV 
๏ Non-cosmic ray science 

๏Upgrade planed 
๏ Extend science reach
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