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Introduction (ALICE)  

ALICE is designed to study the physics of strongly interacting matter at
extreme conditions of energy density and temperature, and in the
particular the properties of the Quark Gluon Plasma (QGP) , using
nucleus-nucleus (A-A) collisions.

o Thermodynamics…
o Flow
o Evolution
o Parton interaction with the medium.

Using several probes in a broadd PT range:
-> heavy-flavor, quarkonia, jets, photons,

dileptons, strangeness…

ALICE main goals: to study  the properties  of the  QGP 

state of matter ~ 10 µs
after big bang

o Some probes are not fully exploited due to
insufficient statistics or large combinational
background.

Physics limitations

Triggering Discoveries  in High Energy Physics II February – 1st – 2018
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Introduction  (ALICE present detector layout) 

Designed to cope with very  high charged-particle multiplicities
Excellent tracking and particle identification of charged particles
over wide  PT range.  

18 Detectors 
----------------------
Trigger  
Tracking 
PID 
Calorimeters   

o 4 Trigger Levels (Hardware)
o 8 kHz (Pb-Pb) Collision rate
o 500 Hz (Pb-Pb) Max. Readout

rate.

Central Systems    Tigger /DAQ 

Triggering Discoveries  in High Energy Physics II February – 1st – 2018
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Introduction (Summary  of Upgrades) 

-- Improve tracking resolution at low pT.

-- thinner better resolution.
-- Large statistics (new strategy and trigger system) with high
interaction rate.

-- Increase readout rate.
-- Reduce data size

-- Preserve PID capabilities at high rate
-- Speed-up readout of PID detectors

S t r a t e g y  

To  Summarize: 

- Write all Pb-Pb interactions at 50 kHz = (Current system x50 faster)

New Inner Tracking System (ITS)
-- Less material ->thinnest tracker 

at the LCH 

Improved  MUON pointing precision
-- new  Si tracker

New  Muon Arm  Readout 

New GEM  technology for readout 
chambers. 

-- Faster readout  electronics 

Data Acquisition (DAQ)/ High Level          
Trigger (HLT). 

- New Architecture 
- Online tracking & data compression

New Trigger  Detectors  (FIT)
TOF, TRD 
-> Faster Readout 

New Trigger Electronics 
(CTP + LTUs) 

1 2 3

4

5
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Contributions of different types
of detectors.
Trigger latency optimized for

every detector.
Grouping of readout detectors

possible.

Trigger Contributing Detectors

CTP and detector interface
(TTC-PON, GBT, TTC)
CTP Emulator in standalone

mode

LTU (Local Trigger Unit )

Detectors (A, B) 

Continuous & triggered
read-out

Triggered read-out

Detectors (C) 

Receives signals for triggering 
detectors, make decision and send 
triggers via LTU to detectors 
Generates software/calibration 

triggers.   

CTP (Central Trigger Processor)

CRU (Common Read Unit) 

Interface between on
detector electronics, DAQ
and CTP (GBT Links)

ALICE Run 3 

New ITS (Inner Tracking System)
 25 x 109 Channels.
 CTP-FEE direct links .

New TPC (Time Projection Chamber).
 Technology GEM.
 Faster readout electronics.

 Nuevo CTP (Central Trigger Processor)
 New Trigger  Electronics (CTP + LTUs)

Online & Offline (O2) system
 Online tracking & data compression

TOF & TRD
 Faster Readout

 New trigger detector (FIT)

Block Diagram  ALICE – Run 3 

Design (ALICE architecture for  Run 3)

Triggering Discoveries  in High Energy Physics II February – 1st – 2018
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CTP Requirements for  Run 3 

FIT ZDC ACO TOF EMC PHS

Trigger Detectors 

Central Trigger Processor (CTP)

LTU LTU LTU 
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   TTS(ITS,MFT Unidirectional no busy)

   TTC &    busy (TRD)
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Block Diagram  ALICE – Run 3 
ALICE CTP  Requirements 

>> Select  different  physics 

>> Different trigger detectors
--- (ACO, FIT, EMC, PHOS, TOF,  ZDC).  

>> Optimize  for different  running  scenarios

>> Pb-Pb, p-p , p-Pb collisions, with different
interaction rates

Pb-Pb: 50 kHz. 
p – p:   200 kHz. 

>> Optimize use of detectors  with

>>  Continuous  readout.
>>  Widely different busy times.
>>  Different latency times. (LM, L0, L1) 
>>  Different Technologies (TTC, GBT, TTC-PON)

>> Special   triggers 

>> Calibration, Control.

>> BUSY handling   

>> Busy propagated with minimal latency.
>> Busy for Upgrade & non Upgrade 

detectors . 
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Design Proposal   (Concept for New Trigger System)   
Trigger PC In UX25-

CRx
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Trigger Detectors
34 Inputs

CTP

ONU

LTU

GBT 

LTU
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OLT

LTU

ONU

TTCex
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GBT 

CRU

ONU

FEE

GBT
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OLT

Block Diagram  ALICE TTC_PON architecture 

|

(1G Ethernet)

Optical Switch
IPb sw

Triggering Discoveries  in High Energy Physics II

 The system consists of a Central 
Trigger Processor (CTP)  and  Local 
Trigger Units (LTUs)  as detector 
interfaces.

 In Global Run, the LTU serves as a
“transparent link” between the CTP
and the FEE of detector.

 In the Standalone mode operation, 
the LTU  fully emulates the CTP 
protocol.

 Monitoring and control of the CTP 
and LTU boards are performed IPbus.

 The interface of CTP to LTUs is via 
TTC-PON

A  Large Ion Collider  Experiment 

February – 1st – 2018



 Detectors with CRU: 
 One trigger over TTC-PON with 
different latencies.
 Payload: Event Id (32+12) bits, 
 Trigger Type ( 32 bits).

 ITS /MFT 
 One trigger over GBT.
 Payload: Event Id (32 + 12) bits.
 Trigger Type (32 bits).

 TTC detectors 
 Max. 2 trigger levels (PHOS).
 TTC protocol similar to Run2.

 TRD 
 LM trigger to FEE over old TTC 
 One trigger  over TTC-PON
 Payload Event Id (32+12) bits, 
 Trigger Type (32) 

For detail see: 
https://twiki.cern.ch/twiki/pub/ALICE/EngineeringDesign
Review%28June2016%29/CTPLTU18.pdf

Design Proposal   (Trigger Protocol )   
Trigger PC In UX25-

CRx
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|
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Design Proposal   (Trigger types)   
Trigger PC In UX25-

CRx
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Design 
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Hardware

Design    
(CTP + LTUs) 

PCB Design 
Mechanical Drawings
PCB Simulation

Triggering Discoveries  in High Energy Physics II February – 1st – 2018
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CTP/LTU board  (Hardware design  in 1 Slide)  
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We are using the new Kintex-Ultrascale FPGA.
The option to upgrade to an even more powerful Kintex-Ultrascale FPGA is included in
the design.

The design is based around a single universal trigger board (CTP/LTU board).
Interface between CTP and LTUs is via TTC-PON and optical fan-out unit.
CTP/LTU board will have a FMC  mezzanine card and triple-width front panel 
Will still be based on a VME-type 6u board (VME for power only). 
PCB design

20 Layers (I-TERA MT40 material for high-speed digital multilayer) 
All clocks have the same length

Triggering Discoveries  in High Energy Physics II February – 1st – 2018
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CTP/LTU board
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 USB-JTAG(Programming of FPGA and SPI
memory).

 FMC board
LTU mode: FMC S-18 card (optional, GBT, Ethernet).

 2x6 SFP +(12 x GBT or 10GPON).

 5 x Lemo 00B (BC in, ORBIT in,
Scope A out, Scope B out, TTC-A
out, TTC-B out, Pulser in Spare
in/out).

 5 x LVDS LEMO (2x LM/L0 out,
BUSY in, BUSY out, Fast LM in).

 PM bus connector (Voltage
and temperature monitoring).

 Clock Out (LVDs or LVECL, etc…)

 SFP+ for IPbus.

 FPGA Kintex Ultrascale

 2 PLL Si5345
 2 DDR4 Memory

 Power Controller UCD90120A

Triggering Discoveries  in High Energy Physics II February – 1st – 2018
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CTP/LTU board  (Portable Version) 
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 LTU board inside standalone box
(ELMA Guardbox33). 

 Internal power supply + fan for cooling. 
 Different version of front panel necessary 

(ELMA produce it). 
 Allows use of LTU in lab without  need for   

VME crate and power supply. 

LTU board (ELMAbox)    -- Front view 

LTU board (ELMAbox)    -- Back view 

LTU board (ELMAbox)    -- Isometric view 

A  Large Ion Collider  Experiment 
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Firmware

Design    
(CTP + LTUs) LTU Logic (TTC-PON, GBT, IPbus, DDR4,

Emulator ICAP, I2C, SPI ) 

LTU Logic - Schematic  and floorplaning

Triggering Discoveries  in High Energy Physics II February – 1st – 2018

Test Logic (IBERT, IPbus, I2C, SPI) 
IBERT for FM-S18 Octal SFP/SFP evaluation.

A  Large Ion Collider  Experiment 



Firmware Design for CTP/LTU board ( Test Logic) 
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6 IPbus Slaves 2 DDR4

2 SPI ctrl

1 I2C ctrl

Test Logic Firmware 

20  BER Test   

IBERT Firmware 

6 IPbus Slaves 2 DDR4

2 SPI ctrl

1 I2C ctrl

1 ICAP   

Test Logic + IBERT Firmware 

16  BER Test   

1  Gral. Test 

A  Large Ion Collider  Experiment 



Test Logic  Results 
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>>  MGT_X0Y09 (Tx_diff_swing = 1080 mV).  

o Extensive testing of CTP/LTU board
prototype shows no major problems.

o Successful PRR at CERN (July 2017)

A  Large Ion Collider  Experiment 



DDR4 Memory interface
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Benemérita  Universidad  Autónoma de Puebla 

CTP/LTU board  

IPbus Software DDR4 Protocol 

o The CTP also generates the Interaction Record – a list of all bunch-crossing in which the
interaction signal has been detected.

o For monitoring and debugging the CTP/LTU board provide a snapshot memory – which
enable detection of any system inconsistency and identification of possible faults.

Triggering Discoveries  in High Energy Physics II February – 1st – 2018



DDR4 Memory  Interface – Full  Test 
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Block Length of each block
Maximum block size  is  0x800 
(software takes care about longer blocks)  

Example:  
ssm wrc N      blen

In IPbus software 

Number of the Random blocks 
Randomly written in DDR4 Memory 

Instruction:  Write, Read and  Check (pseudo random pattern)

Memory Name:   2 in LTU/CTP board 
ssm : SnapShot Memory 
tdg : Trigger Data Generator

IPbus

Slave 

Ipbus

Ctrl

Internal
Control 

Xilinx 
Controller

DDR4 
Memory

Monitor

Write 

Read  

Snapshot Memory  test Trigger  Data Generator  Memory  test 

Results: Full test ( Write Read and Check )   OK 
Results: Full test (Write Read and Check)  OK 

Benemérita  Universidad  Autónoma de Puebla 

Note:    blen | maximum N
--------- + --------------
0x800   | 0x20000     | 131072 x 2048 =268,435,456 Word/32b 
0x100   | 0x100000   | 

Triggering Discoveries  in High Energy Physics II February – 1st – 2018
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FROM TTC to TTC-PON

The Timing, Trigger and Control (TTC) system is a crucial system dedicated to
synchronization of experiment electronics to the LHC beam.

A  Large Ion Collider  Experiment 

TTCvi : VMEbus interface module
TTCex: Encoder + transmitter
TTCrx: Receiver
FEE   : Driver:front.end driver 
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TTC-PON 

Triggering Discoveries  in High Energy Physics II February – 1st – 2018
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TTC - PON

9.6Gbps, 6.4Gbps User Bandwidth maximum

User Field: 20 bytes (160 bits) 

Triggering Discoveries  in High Energy Physics II February – 1st – 2018
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TTC - PON
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TTC-PON in ALICE (Evolution)

24

LTU Logic

TTC-PON  ver_0_0  in  KC705
1 OLT.  Ctrl/Cfg:    Microblaze, SDK  
1 ONU.  Ctrl/Cfg:  Microblaze, SDK 
Testability: Counter, PRBS7, PRBS23
Downstream

TTC-PON  ver_0_1 
1 OLT (KCU105). Ctrl/Cfg:  IPbus 
1 ONU (KC705). Ctrl/Cfg: Microblaze, SDK 
Testability: CTP_EMU, Counter, PRBS7, 

PRBS23 Downstream & Upstream.

TTC-PON  ver_0_1  in  KC705
1 OLT.  Ctrl/Cfg:  IPbus 
1 ONU. Ctrl/Cfg: Microblaze, SDK 
Testability: CTP_EMU, Counter, PRBS7,

PRBS23 Downstream.    

TTC-PON  ver_0_2 
1 OLT (KCU105)  Ctrl/Cfg: IPbus
2 ONUs (KC705). Ctrl/Cfg:  Microblaze, SDK 
Testability: CTP_EMU, Counter, PRBS7, 

PRBS23,  Downstream/Upstream
Include calibration process

TTC-PON  ver_0_3
1 OLT (KCU105)  Ctrl/Cfg: IPbus use the FMC_TTC_PON.
2 ONUs (KC705). Ctrl/Cfg:  Microblaze, SDK 
Testability: CTP_EMU, Counter, PRBS7, PRBS23
Downstream/Upstream
Include calibration process

TTC-PON  ver_0_4  
9 OLT (KCU105)  Ctrl/Cfg: IPbus
1 ONU (KCU105) Ctrl/Cfg: Ipbus
2 FMC_TTC_PON (OLT/ONU).
2 ONUs (KC705).  Ctrl/Cfg:  Microblaze, SDK 
Testability: CTP_EMU, Counter, PRBS7, PRBS23
Downstream/Upstream Include calibration process

START

CTP/LTU board

February – 1st – 2018Triggering Discoveries  in High Energy Physics II
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LTU – Logic (Block-Diagram - Firmware)

Firmware  V1

25 IPbus Slaves

8 OLTs

1 ONU 

2 SPI ctrl

1 I2C ctrl

1 CTP_ Emulator

8  ILAs  (Logic Analyzer )

25

February – 1st – 2018Triggering Discoveries  in High Energy Physics II

1 GBT Link 2 DDR4 Interface 
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 CTP/LTU board.

ONU and OLTs  distribution  in CTP/LTU board
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MGT_X0Y08
SFP 1

FPGA bank 226
I2CMUX45_ch2

OLT 8

MGT_X0Y10
SFP 3

FPGA bank 226
I2CMUX45_ch4

GBT *

MGT_X0Y04
SFP 5

FPGA bank 225
I2CMUX45_ch6

OLT 4

MGT_X0Y06
SFP 7

FPGA bank 225
I2CMUX59_ch2

OLT 6 

MGT_X0Y00
SFP 9

FPGA bank 224
I2CMUX59_ch4

OLT 0

MGT_X0Y02
SFP 11

FPGA bank 224
I2CMUX59_ch6

OLT 2 

F10F6

MGT_X0Y09
SFP 2

FPGA bank 226
I2CMUX45_ch3

ONU

MGT_X0Y11
SFP 4

FPGA bank 226
I2CMUX45_ch5 

MGT_X0Y05
SFP 6

FPGA bank 225
I2CMUX45_ch7

OLT 5 

MGT_X0Y07
SFP 8

FPGA bank 225
I2CMUX59_ch3 

OLT 7 

MGT_X0Y01
SFP 10

FPGA bank 224
I2CMUX59_ch5

OLT 1  

MGT_X0Y03
SFP 12

FPGA bank 224
I2CMUX59_ch7

OLT 3 

TTC_PON

Encoder Downstream  FEC
9 OLTs   (200 User bits) 
1 ONU   (56  User bits)
Control via  IPbus

OLT ONU

GBT*:  MGT  ref clock  120 MHz

Latency Optimized (TX & RX) 
GBT Encoder
Control via VIVADO VIO         

GBT 

Triggering Discoveries  in High Energy Physics II February – 1st – 2018

A  Large Ion Collider  Experiment 



LTU – Logic     (Features of the TTC-PON system)

LTU Firmware  V1

25 IPbus Slaves

8 OLTs

1 ONU 

2 SPI ctrl

1 I2C ctrl

1 CTP_ Emulator

8  ILAs  (Logic Analyzer )

27

Ctrl & cfg. of all OLTs via IPbus

Ctrl & cfg. of  the ONU via IPbus

Full Calibration.
Light Calibration.
Network Init.
Network  Health. 
Network Presence.
BERT  Config. (Down/Up) 
BERT  Read.  (Down/Up)
Downstream Latency
Status  ONU 
Status OLT
Toggling (TX & RX)
OLT Reset loop

TTC_PON test  Menu (IPbus)

ONU_Ref_clock via IPbus (IPbus to I2C) 

February – 1st – 2018Triggering Discoveries  in High Energy Physics II

1 GBT Link 
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Experimental  Setup  (CTP to LTU to  2 Ev.boards as CRU)  

28
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Experimental Setup

CTP

LTU

KC705 CRU 1

KCU105

CRU 2

OLT

ONUONU

OLT OLT

ONU ONUONU

VLDBGBT GBTxGBT

GBT

Test Procedure    

1.- TTC_PON calibration  

2.- Downstream Latency
CTP to LTU+GBT (Loopback) 

3.- TTC_PON BERT
Standalone  (No LHC clock) 

4.- Clock Jitter Map
CTP + LTU  + CRU + VLDB

5.- Downstream Latency 
CTP + LTU  + CRU + VLDB

6.- BERT (Full chain in ALICE)
CTP + LTU  + CRU + VLDB

A  Large Ion Collider  Experiment 



Experimental  Setup  (Calibration process) 
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LTU(OLT_RX )(ILA)  After  calibration.  

Calibration  Process  (LTU to 2 CRUs and 1 KC705 )

Result ONU Config:

Result OLT Config:

KC705
CRUs  

February – 1st – 2018Triggering Discoveries  in High Energy Physics II

A  Large Ion Collider  Experiment 



GBT Downstream 

30

Data_Gen

Regbank

OLT Core 
bbert

OLT User

ONU Core 

OLT Match Flag ONU Match Flag

FPGA FPGA 

Start 

Downstream Latency 

*
*

* Similar structure 
for  OLT/ONU

The downstream  latency must be  constant, after reset process   

..01

OLT in counter mode 

..02 ..f8 ..f9 ..00 ..01

Match Flag

..01 ..02 ..f8 ..f9 ..00 ..01

Match Flag

OLT to 
GBT

GBT_FPGA

RX Match 
Flag

End

GBT RX Match Flag

**

Triggering Discoveries  in High Energy Physics II February – 1st – 2018
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Experimental  Setup ( GBT Downstream  Latency after several resets)     

31

LHC Clock
( LHC  Machine Interface )

IPbus software

IPbus software

1- Start in OLT 

2- Match Flag in 
ONU  

OLT= Counter Mode  

(CTP to LTU) ~ 1 m.

|

1 2

3

(LTU to Scope) = 1.5 m.

In

Out

1-2 ~  106 ns (- 4 ns of  cables) ~ 102 ns
1-3 ~  317 ns (-10ns of cables) ~  307 ns   
------------------------------------------------
Reset in CTP_OLT (  ~ 200 times)

Stability of the latency. 

Configuration Send 
data that is received  

from the ONU
“in the first PON 

layer” 

3- GBT RX Match Flag

GBT-FPGA Config:
-------------------------------
RX & TX Lat-Opt
GBT Encoder
loopback  mode 
MGT Ref: 120 MHz

OLT to ONU 

OLT to RX_GBT_FPGA 

CTP LTUOLT ONU& GBT  

February – 1st – 2018Triggering Discoveries  in High Energy Physics II
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Experimental  Setup  (LTU  standalone )

32

IPbus software

Microblaze  
software

OLT & ONU 

OLT & ONU 

ONU 

In

OutOut

D
o

w
n

stre
am

9
.6

 G
b

p
s

U
p

stre
am

 2
.4

 G
b

p
s

BERT Downstream (LTU to 2 ONUs). No Errors

BERT Upstream (ONUs to LTU). No Errors

After Calibration process   

NO LHC  CLOCK 

February – 1st – 2018Triggering Discoveries  in High Energy Physics II

Internal Clock
( Local Oscillator)

BER_Downstream ~ 10 -14 

BER_Upstream ~ 10 -13 

LTU

KC705

KCU105

A  Large Ion Collider  Experiment 



Experimental  Setup (CTP-CRU)  

33

LHC Clock
( LHC  Machine Interface )

IPbus software

IPbus software

Microblaze  
software

OLT

OLT & ONU 

OLT & ONU 

In

Out

In

Out

Out

Out

Out
(CTP to LTU) = 1 m.

(CTP to KCU) = 1 m.

(LTU to CRUs) = 11 m.

LTU
to 

KC705 
= 

1 m.

(CRU to VLDBs) = 11 m.

TTC-PON: Time & Trigger Control 
– Passive Optical Network 
CTP: Central Trigger Processor
LTU: Local Trigger Unit 
OLT: Optical Line Terminal 
ONU: Optical Network Unit
CRU: Common Readout Unit  

February – 1st – 2018Triggering Discoveries  in High Energy Physics II

LTU ONU CRU

ONU CRU

ONU CRU

KCU105

Optical Link 

Electrical Link 

CTP

VLDB (GBTX)

A  Large Ion Collider  Experiment 
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Spectral RJ 
method 

CTP
Si5345 – Out

1.21 ps

In

Out

CTP LTU

CRU

RF2TTC
Local Osc.

2.24 ps

LTU Recovered Clock
From ONU
25.88 ps

LTU Si5345 – Out
1.64 ps

VLDB 
GBTX

GBTx elink
13.00ps

Clock  quality  mainly depends  on last PLL in a chain  but other  PLLs can  contributes  with noise: 

CRU Arria 10 Internal PLL
See mazsi’s TWEPP talk [1]

Tj (BER-12) Rj Dj Pj

RF2TTC local osc. 149.42 ps 2.24 ps 117.54 ps 72.04 ps

CTP Si5345 out 62.14 ps 1.21 ps 44.94 ps 21.88 ps

LTU recovered clk from ONU 438.36 ps 25.88 ps 69.23 ps 137.44 ps

LTU Si5345 out 42.10 ps 1.64 ps 18.78 ps 19.75 ps

CRU Aria10 internal PLL

GBTx elink0 298.95 ps 13.00 ps 113.53 ps 101.91 ps
[1] https://indico.cern.ch/event/608587/contributions/2614130/attachments/1522045/2378235/20170912-twepp2017-alice-cruclk-v8.pdf 

[2] https://indico.cern.ch/event/646273/contributions/2624915/attachments/1491002/2317610/CTPLTU_board_tests_PRR11072017.pdf

The CTP + CRU distribute the LHC clock to all detectors and requirements are very strict.
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Data_Gen

Regbank

OLT Core 

bbert

OLT User
Regbank

Data_check

bbert

ONU Core 

ONU User

OLT Match Flag ONU Match Flag

FPGA FPGA 

Start 
End

Downstream Latency 

* *

* Similar structure 
for  OLT/ONU

The downstream  latency must be  constant, after reset process   

..01

OLT in counter mode 

..02 ..f8 ..f9 ..00 ..01

Match Flag

..01 ..02 ..f8 ..f9 ..00 ..01

Match Flag

Triggering Discoveries  in High Energy Physics II February – 1st – 2018
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LHC Clock
( LHC  Machine Interface )

IPbus software

IPbus software

Microblaze  
software

Optical Link 

Electrical Link 

OLT

OLT & ONU 

ONU 

In

Out

In
Out

Out

Out

ONU 
1- Start in OLT 

2- ONU Match 
flag  

3- GBTx Match 
flag  

1-2 ~  105 ns (- 3 ns of cables) ~ 102 ns 
1-3 ~  590 ns (-120 ns of cables – CTP to LTU) ~ 365 ns (CRU +  VLDB)
-----------------------------------------------------------------
After several resets in CTP_OLT, LTU_OLT 

1 2

3

OLT= Counter Mode  

CTP to LTU

CTP to eLink (VLDB)

Stability of the latency. 

February – 1st – 2018Triggering Discoveries  in High Energy Physics II

CTP
LTU

VLDB (GBTx)

CRU

KCU105
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am
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.4

 G
b

p
s

CRUs

LTU

CTP LTU & KCU

BERT Downstream (LTU & 2CRUs). No Errors > 22hrs

CRU1 CRU2

BERT Upstream (CRUs to LTU). No Errors >22 hrs

CRU1

CRU2

BER_Downstream ~ 10 -15 

BER_Upstream ~ 10 -14 
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Summary

o We tested the  TTC-PON  system  on the  CTP/LTU board.
o First version of the LTU firmware well advanced (DDR4, ICAP, Emulator, TTC-PON, GBT,IPbus)   

o The consistency  of the downstream latency between  CTP-LTU-CRU-VLDB  
tested. 

o Downstream Latency  CTP-LTU  ~ 102 ns 
o Downstream Latency CTP-LTU-GBT(loopback)  ~ 307 ns 
o Downstream Latency of the full chain ~ 590 ns 

o BER  between   LTU-CRU   tested.
o BER downstream ~ 10-15  

o BER upstream     ~ 10-14  

Thank  you !!

o Measured of the  clock jitter for ALICE-TTC PON system

o Prototype  CTP/LTU boards  produced  and tested  successfully 

A  Large Ion Collider  Experiment 



ALICE  Central Tigger Processor (Upgrade)  
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Backup!!

A  Large Ion Collider  Experiment 
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ALICE  Central Tigger Processor (Upgrade)  
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Backup!!

A  Large Ion Collider  Experiment 
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U   P   G   R   A   D   E 

High Precision measurements :
• HF mesons and baryons
• Charmonium states
• Di-leptons from QGP radiation and

low-mass vector messons

Physics goals for ALICE  upgrade …  

Low pT

High precision
Central and 
forward  

-- Pb-Pb recorded  
luminosity: ≥ 10  nb-1



8 x 1010 events.

-- pp(@ 5.5 Tev) recorded
luminosity ≥ 6pb-1



1.4 x 1011 events

-- Triggered physics: gain
factor 10

-- Minimum bias physics:
gain a factor 100

ALICE after LS2 
-- Improve tracking resolution at low pT.

-- thinner more resolution.
-- Large statistics (new strategy and trigger system)

with high interaction rate.
-- Increase readout rate.
-- Reduce data size

-- Preserve PID capabilities at high rate
-- Speed-up readout of PID detectors

Upgrade Strategy

Introduction  (ALICE Upgrade ) 

To  Summarize: 

- Write all Pb-Pb interactions at 50 kHz…

Triggering Discoveries  in High Energy Physics 
II

February – 1st – 2018
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Benemérita  Universidad  Autónoma de Puebla 
Introduction  (ALICE present detector layout) 

Designed to cope with very  high charged particle multiplicities
Excellent tracking and particle identification of charged particles
over wide  PT range.  

19 Detectors 
----------------------
Trigger  
Tracking 
PID 
Calorimeters   

o 4 Trigger Levels (Hardware)
o 8 kHz (Pb-Pb) Collision rate
o 500 Hz (Pb-Pb) Max. Readout

rate.

Central Systems    Tigger /DAQ 

Triggering Discoveries  in High Energy Physics 
II

February – 1st – 2018
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Data_Gen

Regbank

OLT Core 
bbert

OLT User

ONU Core 

OLT Match Flag ONU Match Flag

FPGA FPGA 

Start 

Downstream Latency 

*
*

* Similar structure 
for  OLT/ONU

The downstream  latency must be  constant, after reset process   

..01

OLT in counter mode 

..02 ..f8 ..f9 ..00 ..01

Match Flag

..01 ..02 ..f8 ..f9 ..00 ..01

Match Flag

OLT to 
GBT

GBT_FPGA

RX Match 
Flag

End

GBT RX Match Flag

**
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Spectral RJ method 

CTP
Si5345 – Out

1.20 ps

In

Out

CTP LTU

CRU

CG635
7.72 ps

LTU Si5345 – Out
1.21 ps

CRU Arria 10 Internal PLL
See mazsi’s TWEPP talk [1]

VLDB 
GBTX

GBTx elink
9.21ps

LTU Recovered Clock
From ONU
17.62 ps

Clock  quality  mainly depends  on last PLL in a chain  but other  PLLs can  contributes  with noise: 

[1] https://indico.cern.ch/event/608587/contributions/2614130/attachments/1522045/2378235/20170912-twepp2017-alice-cruclk-v8.pdf 

[2] https://indico.cern.ch/event/646273/contributions/2624915/attachments/1491002/2317610/CTPLTU_board_tests_PRR11072017.pdfSee Marian’s  presentation for more details [2] 

Tj (BER-12) Rj Dj Pj

CG635 110.02 ps 7.72 ps 91 fs 7.40 ps

CTP Si5345 out 17.21 ps 1.20 ps 163 fs 1.93 ps

LTU recovered clk from ONU 340.09 ps 17.62 ps 88.85 ps 134.52 ps

LTU Si5345 out 17.42 ps 1.21 ps 181 fs 2.54 ps

CRU Aria10 internal PLL

GBTx elink0 144.99 ps 9.21 ps 13.67 ps 31.95 ps



A  Large Ion Collider  Experiment Experimental  Setup (CTP-CRU)  

45

LHC Clock
( LHC  Machine Interface )

IPbus software

IPbus software

Microblaze  
software

OLT

OLT & ONU 

OLT & ONU 

ONU 

In

Out

In

Out

Out

Out

Out

ONU  

ONU 
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CTP
LTU

VLDB GBTX

CRU

CRU

KC705

KCU105

LHC Clock
( LHC  Machine Interface )

IPbus software

Microblaze  
software

OLT

OLT & ONU 

OLT & ONU 

ONU 

In

Out

In

Out

Out

Out

Out

ONU  

CTP
LTU

VLDB GBTX

CRU

CRU

KC705

KCU105

OLR 



>> Open Area = 4736
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A  Large Ion Collider  Experiment GTH Channels (10 Gbps   =  10G ethernet) 

>> MGT_X0Y09 (Tx_diff_swing = 840 mV).  

>>  MGT_X0Y09 (Tx_diff_swing = 1080 mV).  

>> MGT_X0Y09 (Tx_diff_swing = 660 mV).  >> MGT_X0Y09 (Tx_diff_swing = 390 mV).  

>> Open Area = 4992  >> Open Area = 4928 >> Open Area = 5056  

TX :  MGT_X0Y09

RX :  MGT_X0Y11

February – 1st – 2018Triggering Discoveries  in High Energy Physics II
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A  Large Ion Collider  Experiment GTH Channels (9.6Gbps   =  TTC_PON) 

>> MGT_X0Y06 (Tx_diff_swing = 840 mV).  

>>  MGT_X0Y06 (Tx_diff_swing = 1080 mV).  

>> MGT_X0Y13 (Tx_diff_swing = 660 mV).  >> MGT_X0Y13 (Tx_diff_swing = 390 mV).  

>> Open Area = 4800>> Open Area = 5056 >> Open Area = 4608  

>> Open Area = 4736

TX :  MGT_X0Y06

RX :  MGT_X0Y04

February – 1st – 2018Triggering Discoveries  in High Energy Physics II
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Spectral RJ method 

CTP
Si5345 – Out

1.21 ps

In

Out

CTP LTU

CRU

RF2TTC
Local Osc.

2.24 ps

LTU Recovered Clock
From ONU
25.88 ps

LTU Si5345 – Out
1.64 ps

VLDB 
GBTX

GBTx elink
13.00ps

CTP
Si5345 – Out

1.20 ps

In

Out

CTP LTU

CRU

CG635
7.72 ps

LTU Si5345 – Out
1.21 ps

CRU Arria 10 Internal PLL
See mazsi’s TWEPP talk [1]

VLDB 
GBTX

GBTx elink
9.21ps

LTU Recovered Clock
From ONU
17.62 ps

CRU Arria 10 Internal PLL
See mazsi’s TWEPP talk [1]



A  Large Ion Collider  Experiment Clock  Jitter

49

February – 1st – 2018Triggering Discoveries  in High Energy Physics II

Jitter categories

Clock jitter analysis
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What type of jitter each component is most likely to generate

The character of the reference clock is reproduced in the clock recovery
circuit at the receiver

The reference clock generates primarily RJ from the thermal noise of the
oscillator, PJ from spurious sideband resonances of the oscillator

The transmitter contributes to RJ from thermal effects and PJ from pickup of
EMI

The receiver generates RJ from shot noise. PJ and, another category called
Bounded Uncorrelated Jitter (BUJ) can be introduced through the EMI of
other circuit elements. BUJ is the repository for other types of bounded jitter.
The best example of BUJ is generated by crosstalk from neighbouring signals.

Ref…[http://www.keysight.com/upload/cmc_upload/All/Clock_Jitter_Analysis_
2008.pdf?&cc=FR&lc=fre]
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Explanation of BER-12 for Total Jitter (GBTx elink0)

Cumulative PDF

TIE track TIE
hist.

FFT of TIE
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Comparison of methods

Special background may cause that  spectral estimate of gauss σ fails, => Compare 
available  methods:

Spectral Rj method (spD)

Spectral Rj+Dj CDF fit (sp)

NQ-scale method (nonspectral) (NQM)

Example of measurement on LTU Si5345 out

Jitter spD sp nq nq/spD

Ti(10-12) [ps] 36.657 36.657 40.365 1.10

Rj [ps] 1.177 1.191 1.493 1.27

Dj [ps] 19.878 19.671 19.071 0.96

Pj[ps] 12.42 12.43 -
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Jitter on free-running Si5345 (second one) which 
emulates LHC clock for LTU in the lab

If no clock present on input of Si5345 => it generates free running clock 40.0785 MHz 
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Si5345 bandwidth 718 Hz -> 136 Hz

 Rj - 1.2 ps -> 1.19 ps

 Dj – 44.94 ps -> 3.76 ps

 Pj – 21.88 ps -> 4.00 ps





A  Large Ion Collider  Experiment Clock Scheme of  the TTC_PON Multilink in “Proto_X”   
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CDC 
240 MHz OLT 

--------
240 MHzONU

MMCM
40 MHz

OLT MGT Wrapper Common
ONU MGT 
Wrapper 

IPbus Control 

OLT_core0  

OLT_User0

OLT_core1  

OLT_User1

OLT_core8  

OLT_User8

ONU_Core

ONU_User

ILAs

eth_clk_p,n [156 MHz]       
Ethernet Ref  clock

CPLL  
SI5345_I_OUT8_P

sysclk_p,n [125 MHz]       
System clock 

SI5345_I_OUT9_P

sys_clk_p,n [200 MHz]       
Fabric Clock 

SI5345_I_OUT4

FMC_HPC_GBTCLK_M2C   [120 MHz]       
ONU_GTH_TX ref_clock 

CPLL
SI5345_OUT7 _P

MGT_si570_CLK   [240 MHz]       
ONU_GTH_RX ref_clock 

QPLL0 
SI5345_I_OUT6_P

MGT_si570_CLK   [240 MHz]       
OLT_GTH_RX ref_clock 

QPLL1 
SI5345_OUT6_P

Recovered Clock  40 MHz      
BC_P_ONU

TTC_PON
FPGA
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GBT_FPGA

A  Large Ion Collider  Experiment Clock Scheme of GBT_FPGA 

2

USER_CLOCK_P [125 MHz]

USER_CLOCK_N [125 MHz]

SMA_MGT_REFFCLK_P [120 MHz]

SMA_MGT_REFFCLK_N [120 MHz] 

SYSCLK_P [300 MHz] 

SYSCLK_N [300 Mhz_

Reset Process
& 

DRP    

Debug 
(ILAs & VIO) 

GBT Core 

GBT MGT  

CTRL 

CLOCK  

125MHz  

TX_PLL
Sync

120 MHz  

120 MHz  

300 MHz  

40 MHz  
IBUFDS 

IBUFDS_GTE3  

IBUFDS 

* GBT_FPGA Simplified Block Diagram 

GBT_TX_FRMCLK 40 MHz 

IBUFGDS

Xilinx Documentation 

ug471 

• IBUFGDS is used

when an differential

input buffer is used

as a clock input

Xilinx Documentation 
ug576 

The reference clock is
instantiated in software
with the IBUFDS_GTE3
software primitive in
UltraScale FPGA
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A  Large Ion Collider  Experiment Clock Scheme of  the TTC_PON Multilink in “Proto_X”   

3

120 MHz  

120 MHz  

300 MHz  

USER_CLOCK_P [125 MHz] 
Fabric clock  (GBT) 

Si5345_i_out2
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A  Large Ion Collider  Experiment GBT-FPGA Downstream latency 

7
FPGA 

Start 

Downstream Latency 

* GBT_FPGA Structure The downstream  latency must be  constant, after reset process   

..01

GBT in counter mode
GBT_TX Match Flag  

..02 ..f8 ..f9 ..00 ..01

Match Flag

..01 ..02 ..f8 ..f9 ..00 ..01

Match Flag

GBT_FPGA

RX Match 
Flag

GBT TX
Match Flag

**

Pattern 
Generator 

TX Match 
Flag

GBT RX
Match Flag

End

GBT_RX Match Flag

GBT_TX  to GBT_RX 
Loopback  

1-2 ~  176 ns (- 4 ns of  cables) ~ 172 ns

21

GBT-FPGA Config:
-------------------------------
RX & TX Lat-Opt
GBT Encoder
loopback  mode 
MGT Ref: 120 MHz
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A  Large Ion Collider  Experiment TTC-PON-- Clock scheme 
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LHC_Clock Si5345
CTP_board

OLT
CTP_board

ONU CDR
MMCM

LTU_board

Si5345
LTU_board

OLT (CDC) 
LTU_board

ONU RX_Clock
Si5345 LTU_board

40 MHz 240 MHz

. . . 

240 MHz

40MHz 240MHz

1 2

3

4
5

1

2

3

4

5

Sync to LHC_Clock

Async to LHC_Clock

d1 d2 d3

d1

d2

d3
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A  Large Ion Collider  Experiment ONU & OLTs  Temperature  measurements. (Proto 1)
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January  - 13th - 2018ACORDE - Meeting 

Temperature test for OLTs and ONU (ELMA box, room temperature ~ 20°C)
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Block Diagram Simplified 

DDR4 
Memory  

Phy

Rd_FIFO
Xilinx 
128b 

Xilinx Interface 
Controller 

IPbus
Ctrl

FPGA Kintex UltraScale

Xilinx ILA  

Word Build
Write
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(IPbus_slave) 

Word Build 
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Ext_wr_buff
DPM

DDR4 
Operations

Sche.

Ext_rd _buff
DPM

DDr4 
Operations

Queue

DDR4 
MI_Interface

Read data Handler

Data (32b), Address (32b)
Wr_Ctrl (1b), Strobe (1b) 

Data (32b), Ack(1b)
Error (1b)

Data(32b)
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IPbus Clock 
(32 Mhz.) 

Ethernet ( 156 MHz.)

sysclock (125 MHz.)

DDR4_clock  (300 MHz.)

DDR Clock 
4:1 

DDR4Clock

“IPbus Slave” 

“Internal Control” 

Internal Clocks 

External Clocks 

Benemérita  Universidad  Autónoma de Puebla 

Triggering Discoveries  in High Energy Physics 
II

February – 1st – 2018


