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Experimental Particle Physics - the Journey
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Big Computing
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Analysis in CMS
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Analysis - A multi-step process

▪ Minimize Time to Insight 
๏ Analysis is a conversation with data - Interactivity is 

key 

▪ Many different physics topics 
concurrently under investigation 
๏ Different slices of data are relevant for each analysis 

▪ Programmatically same analysis steps 
๏ Skimming (filter specific collisions) 
๏ Slimming (reduce content per collision) 
๏ Thinning (partial read of data, Dynamic Tree Traversal in CS)
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Big Data
▪ New toolkits and systems collectively called “Big Data” technologies 

have emerged to support the analysis of PB and EB datasets in 
industry. 

▪ Our goals in applying these  
technologies to the HEP analysis  
challenge: 
๏ Reduce Time to Insight 
๏ Educate our graduate students and  

post docs to use industry-based technologies 
• Improves chances on the job market outside  

academia 
• Increases the attractiveness of our field 

๏ Be part of an even larger community
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Two Investigation Thrusts - Apache Spark

▪ Thrust 1: Usability study 
๏ End-to-end investigation to conduct CMS physics analyses in Apache 

Spark 
๏ Produce publication quality plots and tables from CMS data  

▪ Thrust 2: CMS Data Reduction Facility 
๏ CERN openlab / Intel project 
๏ Demonstrate reduction capabilities producing analysis ntuples using 

Apache Spark 
• Ambitious goal: reduce 1 PB input to 1 TB output in 5 hours
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Status @ CHEP 2016
▪ Usability Study using Apache Spark 

๏ Conversion of data to AVRO format and upload to HDFS 
๏ Analysis implemented in Scala 
๏ Processing in Apache Spark 
๏ Result: 
• Spark analysis simpler to structure (functional 

programming) and easier to port 
• Performance comparison challenging (apples-to-apples 

comparison) 

▪ Lesson’s learned 
๏ Analysis tools (especially plots) not easily transferrable 

to map-reduce style processing 
๏ Conversion seen as a big impediment to use new 

technology
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https://arxiv.org/abs/1703.04171 

https://arxiv.org/abs/1703.04171
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DIANA: Histogrammar
▪  Spark manages 

concurrency (no event 
loop) 

▪ Histogrammar designed 
for map-reduce 
environment 
๏ Functional interface 
• Fill histograms by passing 

lambda functions 
• Same as transformations in 

Spark 
๏ Histogrammar fills histogram 

data structures ➜ afterwards 
convert into favorite plotting 
tool (for example ROOT)
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ROOT:

Histogrammar:

http://histogrammar.org

http://diana-hep.org
http://histogrammar.org
http://histogrammar.org
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Example from usability study using histogrammar
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DIANA: spark-root

▪ Read ROOT files directly in 
Apache Spark 
๏ Connect ROOT to ApacheSpark to be 

able to read ROOT TTrees and infer the 
schema 

๏ Manipulate the data via Spark's 
DataFrames/Datasets/RDDs 

▪ Read from HDFS and (new) from 
CERN EOS
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https://github.com/diana-hep/spark-root
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Test on stand-alone infrastructure

▪ Dedicated Hadoop Cluster 
๏ 3 Nodes in total, 1 Namenode, 2 

Datanodes 
• 3 x 10 Gb/s Network 
• 3 x 128 GB RAM 
• 3 x 32 cores Intel(R) Xeon(R) 

CPU E5-2650 @ 2.00GHz 

▪ spark-root from HDFS and 
EOS works reasonable well 
๏ no show stoppers visible in 

stand-alone tests 
๏ But effects from different parts of 

the infrastructure (Spark, network, 
local disk, memory, number of 
files, …) not easy to disentangle
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FILE FORMAT:
EOS TO HDFS 

COPY  FOLDER
(Disk)

HDFS TO SPARK-
SHELL                

 2 EXECUTORS
4 CORES
(Memory)

EOS TO SPARK-
SHELL                

 2 EXECUTORS
4 CORES
(Memory)

TEXT 
200 GB 

CERNBOX
1 Gbit/s 300 Mbit/s

PARQUET 
200 GB 

CERNBOX
800 Mbit/s

6 Gbit/s  
max 9 Gbit/s 

(full scan)

ROOT 
200 GB 

CERNBOX
2.3 Gbit/s
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Cluster test - single executor

▪ Using shared analytix cluster 
at CERN 
๏ repository for monitoring data from 

IT end experiment dashboards, 
format conversion utilities, data 
analysis using Spark and map/
reduce (Pig) for dashboards, 
predictive traffic analysis 

๏ <some info about size of cluster> 
▪ Single executor/thread test 

shows reasonable input 
volume scaling
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1 executor, 
1 core/

executor, 1 
task

HDFS to 
spark-submit

EOS to spark-
submit

Data Input 0.5 TB 1 TB 0.5 TB 1 TB

Time ~22,000 s 
~6 h

~45,000 s 
~12 h
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Cluster test - data reduction

▪ Cluster mode shows 
reasonable parallel 
scaling 
๏ Each task gets equal 

number of ROOT files 
๏ Variation in file size cause 

uneven task duration 
distribution
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8 executor, 4 cores/
executor, 32 tasks

HDFS to 
spark-submit

EOS to 
spark-submit

Data Input 0.5 TB 0.5 TB

Total Task Time 6.1 h

Job Duration (= 
longest task 

duration)
21.2 min

Shortest task 
duration 9 min
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Cluster test - data reduction

▪ Conclusion: reading ROOT files in Spark works well 
๏ Throughput currently factor ~3 smaller than HDFS access 

▪ Need to start disentangling impact of network, task fragmentation ➜ performance tuning
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Summary & Outlook

▪ Solutions for the two largest caveats from CHEP 2016 
study 
๏ Histogrammar allows filling histograms map-reduce style 
๏ spark-root allows to read ROOT files directly from Spark 

▪ Next steps 
๏ Performance tuning of spark-root from EOS and HDFS 
๏ Investigate scaling behavior for larger and larger input volumes (goal is 

1 PB)
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