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OUTLINE

• The conventional treatment of cosmic ray (CR) propagation in the Galaxy and 𝜸-ray 
diffusion emission modelling 

• some anomalies in the CR and 𝜸-ray data

• theoretical reasons to go beyond the conventional approach

• possible solutions of some anomalies and their implications  



CR transport in the Galaxy 
      the conventional approach 

The primary cosmic ray spatial and energy distribution is 
computed solving the transport equation (Ginzburg & 
Syrovatsky 1964) under several assumptions  

A source spectrum (power-law) and spatial distribution 
(based on SNR catalogues) has to be assumed
                Q(E,r) = Q0(r)  (E/E0) - p(i)

Diffusion is treated as isotropic and homogeneous. The 
diffusion coefficient only depends on rigidity. For E ≫ m                

               D(E) = D0 (E/E0)+ δ

D0 and δ are free parameters to be tuned on data assumed 
to be uniform                                                                          

Under this conditions and at high energies (E ≫ 10 GeV/n) 

                𝛷i(E) ∝ Q/D  ∝ (E/E0) - (p(i) + δ) 

single power-law spectra expected

The energy spectrum of primary nucleons from GeV
to ~ 100 TeV is given by: 

Where  is the differential spectral
index. Free protons are about ~79%. He is 15%. The
rest are heavier nuclei: C, O, Fe and other ionized
nuclei and electrons (2%)

Primary Cosmic Rays

Galactic Cosmic Ray Composition

The chemical composition of cosmic rays is similar to the abundances of the
elements in the Sun indicating an stellar origin of cosmic rays.

However there are some differences: Li, Be, B are secondary nuclei produced in the
spallation of heavier elements (C and O). Also Mn, V, and Sc come from the
fragmentation of Fe. These are usually referred as secondary cosmic rays.

The see-saw effect is due to the fact that nuclei with odd Z and/or A have weaker
bounds and are less frequent products of thermonuclear reactions.

By measuring the primary-to-secondary ratio we can infer the propagation and
diffusion processes of CR

I(E) ≈ 1.8 × (E/1 GeV104 )−2.7 nucleons
s sr GeVm2

α ≡ 1 + γ = 2.7



CR transport in the Galaxy 
       charged secondary species 

The interaction of primary with the interstellar 
medium give rise to several secondary charged 
species:     rare nuclei, antiprotons, positrons 
  
their spectrum is expected to be steeper than 
primaries  (for E ≫ 10 GeV/n). For nuclei

    𝛷S(E)/𝛷P(E)   ∝ 𝝉esc / 𝝉int  ∝ E -δ

their spectrum is used to estimate propagation 
parameters (keep in mind however that charged 
secondaries probe a relatively small region around 
the Earth ~ few kpc) 

they are a background for indirect dark-matter 
search

R. Kappl & M.W. Winkler, 1506.04145



  The 𝜸-ray diffuse emission

Obtained by the convolution of the cosmic ray 
distribution with the interstellar gas (π0-decay and 
bremsstrahlung) and radiation (Inverse 
Compton) and the proper cross-sections

It offers a much deeper probe of the CR population
but requires detailed numerical modelling (see below)    

The conventional approach provides a reasonable 
description of the emission spectrum away from 
the Galactic plane. 
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Figure 11. Difference between the absolute values of the fractional
residuals of model SSZ4R20T150C5 and model SLZ6R20T∞C5 (top);
model SSZ4R20T150C5 and model SYZ10R30T150C2 (middle); and model
SSZ4R20T150C5 and model SOZ8R30T∞C2 (bottom). Negative pixels repre-
sent a better fit with model SSZ4R20T150C5, while positive pixels are better
fit with the other models. The maps have been smoothed with a 0.◦5 hard-edge
kernel; see Figure 6.
(A color version of this figure is available in the online journal.)

in Abdo et al. (2009a) for two main reasons. First, we use dust
as an additional tracer for gas densities that has been shown to
give better results than using only H i and CO tracers (Grenier
et al. 2005). This is especially true for intermediate latitudes
in the direction toward the inner Galaxy, which is the brightest
part of the low intermediate-latitude region. Second, we allow
for freedom in both the ISRF scale factor and XCO to tune the
model to the data, which is well motivated given the uncertainty
in those input parameters.

The models in general do not fare as well in the Galactic
plane where they systematically underpredict the data above
a few GeV but overpredict it at energies below a GeV. This is
most pronounced in the inner Galaxy (Figure 15), but can also be
seen in the outer Galaxy (Figure 16), with even a small excess at

Figure 12. Spectra extracted from the local region for model SSZ4R20T150C5
(top) and model SOZ8R30T∞C2 (bottom) along with the isotropic background
(brown, long-dash-dotted) and the detected sources (orange, dotted). The models
are split into the three basic emission components: π0-decay (red, long-dashed),
IC (green, dashed), and bremsstrahlung (cyan, dash-dotted). All components
have been scaled with parameters found from the γ -ray fits. Also shown is
the total DGE (blue, long-dash-dashed) and total emission including detected
sources and isotropic background (magenta, solid). The Fermi-LAT data are
shown as points and the error bars represent the statistical errors only that are in
many cases smaller than the point size. The gray region represents the systematic
error in the Fermi-LAT effective area. The inset sky map in the top right corner
shows the Fermi-LAT counts in the region plotted. Bottom panel shows the
fractional residual (data − model)/data.
(A color version of this figure is available in the online journal.)

intermediate latitudes (Figure 14). Possible explanations for this
discrepancy are deferred to the discussion section. We note that
the dip in the data visible between 10 and 20 GeV is due to the
IRFs used in the present analysis. Figure 17 shows a comparison
of model SSZ4R20T150C5 to the data in the outer Galaxy using
the Pass 7 clean photons. The dip between 10 and 20 GeV is
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How to test diffusion models: B/C, antiprotons. Previous results. 31

(a) Source term (b) Propagated protons at 100 MeV

(c) Propagated protons at 10 TeV

Figure 3.2: These 3D plots show the spatial distribution (in arbitrary units) of our source term (Taken
from [9]), and the CR proton distribution after propagation computed with DRAGON at 100 MeV and 10
TeV

centric coordinates R and z. The source term is plotted in Fig. 3.2(a) for comparison. It
is clear that in the whole energy range the hadronic part of the CRs diffuse through all
the halo and get out of the slab where the source term peaks.

The main difference between low and high energy comes from the fact that the diffusion
coefficient gets higher as the rigidity increases: so the CR escape in the z direction
is favoured for high-energy CRs: this affects the spectrum that is steepened by energy-
dependent diffusion with respect to the injection one, as we mentioned in the Introduction.
I will come back to this with more details in the following.

Of course the main direct observable that is used to test all this scenario is the en-
ergy spectrum of each species at Sun position, although gamma-ray maps, synchrotron
maps and other astrophysical observations may help to trace also the spatial distribution
through the Galaxy.

In order to develop a complete diffusion model for CR propagation, it is necessary
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A successful approach 

BUT ….



CR hardening @ 300 GeV/n 
CREAM  coll.   ApJ Lett. 2010                                         
PAMELA coll.  SCIENCE 2011                                                 
AMS-02  coll.   PLR 2015 ,   CALET ICRC 2017

Several hypothesis for its origin:

• source effect:  e.g. some modification 
of the acceleration spectrum due to non-
linear effects (see e.g. Caprioli 2012, 
Recchia & Gabici 2017)

• local effect: nearby SNR (see e.g. 
Thoudam & Hörandel 2011, Kachelriess, 
Neronov & Semikoz 2017)

• propagation effect:  e.g. due to 
inhomogeneous diffusion (Tomassetti 
2012) or non-linear action between CR 
and  MHD waves (Blasi, Amato & Serpico 
2011)

Recchia & Gabici 20174 S. Recchia, S. Gabici

3 COMPARING THE PREDICTED PROTON

AND HELIUM SPECTRA WITH DATA

Here we assume that SNR shocks accelerate CRs with an effi-
ciency uniformly distributed in the range ξCR ∼ 0.03− 0.3,
which implies, as shown in Section 2, a dispersion in the
CR spectral slope, γCR, in the range ∼ 4.1− 4.6. Formally,
this is the slope of the CR spectrum at the shock, and not
that of the spectrum of particles escaping the SNR and
injected in the ISM. However, under reasonable assump-
tions these two spectra are identical (see e.g. Gabici 2011
and references therein). After escaping SNRs, CRs are be-
lieved to propagate diffusively in the Galaxy with a diffu-
sion coefficient D(R) = D0(R/GV)δ (R is the particle rigid-
ity). The values of D0 and δ are chosen in order to fit the
observed proton spectrum in the energy range 40 GeV-10
TeV, namely around the spectral hardening at 200-300 GeV.
As for helium, we used the same injection spectral slopes
and diffusion coefficient of protons, but we also took into
account spallation. The proton and helium spectra below
∼ 40GeV/nucleon are not considered since at these energies
both the solar modulation and possible advection effects are
important (see e.g Aloisio et al. 2015), which were not in-
cluded in our calculation.

Under these assumptions the proton spectrum (E is the
particle energy) can be written as (see e.g Berezinskii et al.
1990; Blasi & Amato 2012)

fp(E) =

∫ ξM

ξm

RSN

πR2
d

H
2D(E)

gp(E)
dξCR

ξM − ξm
, (5)

where

gp(E) ≡
ξCRESN

I(γCR)(mc2)2

(

E
mc2

)

−γCR+2

. (6)

I(γCR) =
∫

∞

x0
dxx2−γCR

[√
1 + x2 − 1

]

is a normalization

factor chosen in such a way that
∫

∞

E0
gp(E)EkdE = ξCRESN ,

where x ≡ E/mc2 and Ek is the particle kinetic energy.
The helium spectrum is given by

fHe(E) =

∫ ξM

ξm

RSN

πR2
d

H
2D(E)

gHe(E)
1

1 +
hH nd cσsp

D(E)

dξCR

ξM − ξm
,

(7)

where

gHe(E) ≡ ηHe
ξCRESN

I(γCR)(mc2)2

(

E
mc2

)

−γCR+2

. (8)

Here RSN ≈ 1/30 yr is the SN explosion rate in the Galaxy,
Rd ≈ 15 kpc is the Galactic disc radius, h ≈ 250 pc is
the Galactic disc height, H ≈ 4 kpc is the Galactic halo
size, nd ≈ 5 cm−3 is the average gas density in the disc.
ηHe is a factor chosen in such a way to reproduce the cor-
rect normalization of the helium spectrum. Finally, σsp is
the helium spallation cross section (see e.g Blasi & Amato
2012). The CR acceleration efficiency is in the range ξm ≈

0.03 to ξM ≈ 0.3. In Figure 3 we show the proton flux
as computed from Equation 5 (red line) compared with
the data by PAMELA (Adriani et al. 2011), by AMS-02
(Aguilar et al. 2015) and by CREAM (Yoon et al. 2011).
The plot has been obtained with the diffusion coefficient
parameters: D0 ∼ 8 × 1028cm2/s and δ ∼ 0.4. The slope
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Figure 3. Proton flux compared with the PAMELA, AMS-02
and CREAM data. The plot has been obtained by assuming a
spatially independent CR diffusion coefficient with spectral slope
0.4.
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Figure 4. Helium flux compared with the PAMELA, AMS-02
and CREAM data. The plot has been obtained with the same
diffusion coefficient used for the proton flux.

found for the diffusion coefficient is well within the obser-
vational constraints, namely δ ∼ 0.3 − 0.6. With this dif-
fusion coefficient, the grammage traversed by CRs, namely
X = nd hH cmp/D(R), is ≈ 11g/cm2 at 10 GeV/n (see e.g.
Blasi 2013).

On the same Figure we also show the proton flux (green
line) computed in the case of two distinct populations of CR
sources, one with ξCR ≈ 0.03 and the other with ξCR ≈ 0.3.
Also this plot has been obtained with a diffusion coefficient
slope of δ = 0.4, while the explosion rate of the population
with the largest acceleration efficiency has been taken to
be ∼ 3 times smaller than that with the smallest efficiency.
Notice that taking into account such scenario could be mo-
tivated by a different behavior of type I and II supernovae
in the acceleration of CRs (see e.g Zatsepin & Sokolskaya
2006). In Fig. 4 we show the same as in Fig. 3 for the he-
lium flux.

Note that the dispersion in the CR acceleration effi-
ciency, and the consequent dispersion in the CR spectral
slope, naturally leads to a spectral hardening in the proton

MNRAS 000, 1–5 (2017)
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size, nd ≈ 5 cm−3 is the average gas density in the disc.
ηHe is a factor chosen in such a way to reproduce the cor-
rect normalization of the helium spectrum. Finally, σsp is
the helium spallation cross section (see e.g Blasi & Amato
2012). The CR acceleration efficiency is in the range ξm ≈

0.03 to ξM ≈ 0.3. In Figure 3 we show the proton flux
as computed from Equation 5 (red line) compared with
the data by PAMELA (Adriani et al. 2011), by AMS-02
(Aguilar et al. 2015) and by CREAM (Yoon et al. 2011).
The plot has been obtained with the diffusion coefficient
parameters: D0 ∼ 8 × 1028cm2/s and δ ∼ 0.4. The slope

104

102 103 104 105

E k
2.

7 Fl
ux

(E
k)

[(G
eV

/n
)1.

7 /(s
 s

r m
2 )]

Ek (GeV)

proton flux
AMS-02

PAMELA
CREAM

ξ uniformly distributed
two populations

Figure 3. Proton flux compared with the PAMELA, AMS-02
and CREAM data. The plot has been obtained by assuming a
spatially independent CR diffusion coefficient with spectral slope
0.4.

103

102 103 104 105

E k
2.

7 Fl
ux

(E
k)

[(G
eV

/n
)1.

7 /(s
 s

r m
2 )]

Ek (GeV/n)

He flux
AMS-02

PAMELA
CREAM

ξ uniformly distributed
two populations

Figure 4. Helium flux compared with the PAMELA, AMS-02
and CREAM data. The plot has been obtained with the same
diffusion coefficient used for the proton flux.

found for the diffusion coefficient is well within the obser-
vational constraints, namely δ ∼ 0.3 − 0.6. With this dif-
fusion coefficient, the grammage traversed by CRs, namely
X = nd hH cmp/D(R), is ≈ 11g/cm2 at 10 GeV/n (see e.g.
Blasi 2013).

On the same Figure we also show the proton flux (green
line) computed in the case of two distinct populations of CR
sources, one with ξCR ≈ 0.03 and the other with ξCR ≈ 0.3.
Also this plot has been obtained with a diffusion coefficient
slope of δ = 0.4, while the explosion rate of the population
with the largest acceleration efficiency has been taken to
be ∼ 3 times smaller than that with the smallest efficiency.
Notice that taking into account such scenario could be mo-
tivated by a different behavior of type I and II supernovae
in the acceleration of CRs (see e.g Zatsepin & Sokolskaya
2006). In Fig. 4 we show the same as in Fig. 3 for the he-
lium flux.

Note that the dispersion in the CR acceleration effi-
ciency, and the consequent dispersion in the CR spectral
slope, naturally leads to a spectral hardening in the proton
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CR hardening @ 300 GeV/n 
CREAM  coll.   ApJ Lett. 2010                                         
PAMELA coll.  SCIENCE 2011                                                 
AMS-02  coll.   PLR 2015

Several hypothesis for its origin:

• source effect:  e.g. some modification 
of the acceleration spectrum due to non-
linear effect (see e.g. Caprioli 2012, 
Recchia & Gabici 2017)

• local effect: nearby SNR (see e.g. 
Thoudam & Hörandel 2011, Kachelriess, 
Neronov & Semikoz 2017)

• propagation effect:  e.g. due to 
inhomogeneous diffusion (Tomassetti 
2012) or non-linear action between CR 
and  MHD waves (Blasi, Amato & Serpico 
2011)

The CR hardening may be a local effect 
e.g. due to nearby SNR, see e.g.            
Thoudam & Hörandel 2011!

or a large scale one due to propagation                                             
see e.g.  Blasi, Amato & Serpico 2012 )!

!

!

!

or a large scale

The CR Galactic population: PAMELA anomaly 

Aloisio, Blasi & Serpico 2015

the effect may be spatial dependent ! (see below)

3

FIG. 2: The flux of CR protons and carbon measured
by AMS-02 and CREAM-III as function of energy/nucleon
shown together with fits in a two-component model consist-
ing of the average CR spectrum (dotted lines) and the local
source contribution (solid, dashed and dotted thick red lines)
for di↵erent assumptions about the slope of the average spec-
tral component and, respectively, di↵erent distances of the
magnetic field line of the observer from that of the source.

tons p and of nuclei with mass number A,

Fp(R) = C(1)
p F (1)(R) + C(2)

p F (2)(R),

FA(R) = C(1)
A F (1)(R) + C(2)

A F (2)(R). (1)

The low-energy component F (1)(R) represents the av-
erage CR flux in the local interstellar medium, as derived
from �-ray observations of nearby molecular clouds [25].
It is a broken power law F (1)(R) / R��1,2 with the
slope changing from �1 = 2.4 to �2 = 3 at the rigid-
ity Rbr = 20GV. This form of the average spectrum is
also consistent with the combined AMS-02, PAMELA
and Voyager 1 measurements of the local interstellar CR
spectrum [26].

In addition to the average CR flux, we introduce the
”local source” component F (2)(R) which is responsible
for the deviations from the power-law extrapolation of
the average flux component. We determine the shape
of this component using two di↵erent approaches: A
phenomenological one and a numerical method based on
the calculation of CR trajectories in the Galactic mag-
netic field. In the phenomenological approach we fix the
shape of the local source component by fitting the com-
bined AMS-02 and CREAM-III spectra of CR protons,
as shown in Fig. 2. The resulting additional component
of the spectrum is shown by the red solid line in Fig. 2.
One can see that this component has a low-energy sup-
pression.

This low-energy suppression is naturally explained
within a numerical approach to the modelling of the CR
flux from a local source. We calculate this flux using the
method described in Ref. [17]. Motivated by the results
of Ref. [24], we use as distance to the supernova along the

FIG. 3: CR rigidity spectrum for a source with dk = 100 pc
and d? = 10, 30, 50, 70 pc (from top to down) shown as lines
compared to the proton spectrum in the phenomenological
model shown by dots.

magnetic field line d|| = 100 pc and an age 3Myr. We de-
fine a non-uniform grid on the Galactic plane with cell
size 20 pc ⇥ 20 pc at the position of the SN, and gradu-
ally increasing to 100 pc ⇥ 100 pc at distances more than
500 pc. The vertical height of the cells is equal to 20 pc all
across the grid. This procedure allows us to calculate cos-
mic ray flux as a function of perpendicular distance d? to
the SN across the magnetic field line centered at the Sun’s
position. The Galactic magnetic field model adopted in
the calculation is that of Ref. [22], where we re-scaled
the turbulent component by a factor 1/10 as described
in Ref. [20, 21]. The maximal scale of the turbulent field
modes was set to Lmax = 25pc and a Kolmogorov power
spectrum was used.
The resulting CR proton fluxes from a source with the

distance dk = 100 pc along the magnetic field line and a
varying perpendicular distance d? are shown in Fig. 3.
Since the di↵usion perpendicular to the magnetic field is
slow, a non-zero distance d? between the Solar system
and the magnetic field line passing through the SN leads
to a low-energy cuto↵ in the locally observed CR flux
from this SN. Comparing to the proton flux in the phe-
nomenological model shown by dots to those obtained in
the trajectory approach, one sees that the model corre-
sponds well to the case of d? ' 70 pc.
The energy of the low-energy cut-o↵ is constrained by

the decrease of the dipole anisotropy of the CR flux be-
low several hundred GeV [19]. The presence of a low-
energy cut-o↵ is also supported by the absence of an ex-
cess flux of secondary positrons in the energy range below
⇠ 30GeV: A sizable contribution of protons from the lo-
cal source in the energy range below several hundred GeV
would produce an excess of E < 30 GeV positrons [17].
The propagation of CRs through the Galactic mag-

netic field is determined by the rigidity of the particles.
Di↵erent nuclei with the same rigidity di↵use identically.
This means that once the shape of the local source com-

Thoudam & Hörandel 2011

Kachelriess et al. 2017



CR hardening @ 300 GeV/n 
CREAM  coll.   ApJ Lett. 2010                                         
PAMELA coll.  SCIENCE 2011                                                 
AMS-02  coll.   PLR 2015

Several hypothesis for its origin:

• source effect:  e.g. some modification 
of the acceleration spectrum due to non-
linear effect (see e.g. Caprioli 2012, 
Recchia & Gabici 2017)

• local effect: nearby SNR (see e.g. 
Thoudam & Hörandel 2011, Kachelriess, 
Neronov & Semikoz 2017)

• propagation effect:  e.g. due to 
inhomogeneous diffusion (Tomassetti 
2012) or the feedback of CR onto MHD 
waves responsible for CR diffusion    
(Blasi, Amato & Serpico 2011)

Tomassetti 2012



CR hardening @ 300 GeV/n 
                                       

           complementary signatures

which may disentangle the puzzle

• B/C flattening (hints in the AMS data) 
source effect (a residual grammage in the 
sources may however be present)
local effect
propagation origin

• hardening of the 𝜸-ray diffuse 
emission spectrum :  

source effect
local effect
propagation origin (𝜸-rays may allow to 
probe the effects of spatial dependent ISM 
conditions )

Tomassetti 2012

Thoudam & Hörandel 2011



The CR anisotropy problem
        a longstanding puzzle

We expect a CR radial gradient hence a energy-
dependent dipole anisotropy  with maximum 
pointing towards the Galactic center and 
amplitude proportional to the diffusion 
coefficient  
 

The anisotropy is expected to be energy 
dependent since D(E) ~ Eδ

The amplitude and slope (preferred by B/C data) 
are at odd with the large scale anisotropy 
measured by EAS experiments

δ = 0.6

δ = 1/3

“Molecular ring” – high density of 
CR sources

☉
We live here!



The CR gradient problem

The problem was already evident in the longitude 
profile of the 𝛾-ray diffuse emission of the Galaxy 
measured by EGRET:  the inferred CR density 
profile is flatter that expected on the basis of SNR 
catalogues !  

Before Fermi-LAT a possible way-out was left 
opened: the H2 gas radial distribution may be 
flatter than inferred from the CO emission due to 
the (poorly known) radial dependence XCO

Lorimer (2004), based on pulsar cat.

fitted to EGRET data

 Strong & Mattox, A&A, 1996; Strong et al., ApJ, 2000

• CR distribution inferred from gamma-ray data (method goes back to SAS-2/COS-B era)  
    is flatter than that computed assuming the observed SNR (source) profile.

The gradient problem
Case & Bhattacharya (1996)

fitted to EGRET data

Lorimer (2004), based on pulsar cat.

fitted to EGRET data
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• CR distribution inferred from gamma-ray data (method goes back to SAS-2/COS-B era)  
    is flatter than that computed assuming the observed SNR (source) profile.
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fitted to EGRET data



The CR gradient problem

Fermi coll. determined the 𝛾-ray 
emissivity independently on the XCO 

(which was shown to be quite flat)  

confirming the problem !

Fermi results are marginally compatible 
with a conventional scenario only for 
extreme thickness of the diffusive halo 
which however is disfavoured by  10Be/9Be 
CR data 

The gradient problem in the FERMI era
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FERMI detected more γ’s than a prediction based on SNR distribution and standard CR halo  
possible explanations: more CR sources, more “dark gas” or larger CR halo?
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The galactic plane anomaly             
(spectral index gradient problem)

Fermi-LAT coll.  2016

Fermi-LAT coll.  2012

proton spectral index

Conventional models, tuned on local CR data and 
reproducing the 𝛾-ray diffuse emission outside the 
Galactic plane (GP), fall short on the inner GP 
above tens of GeV

In 2016 a template analysis of FERMI data shown 
that the effect is due to a radial dependent CR 
spectral index confirming a previous finding by  
Gaggero, Urbano, Valli & Ullio 2015



Few theoretical motivations to go beyond the conventional approach
  I. relaxing the homogeneous diffusion approximation

The Galaxy is permeated by regular and turbulent 
magnetic fields of comparable strength ~ 𝜇G  
The turbulent field (MHD waves) is responsible for CR 
diffusive propagation (resonant particle-waves 
scattering :  rL  ~ 1/p ) 

In quasi-linear theory (  (δB / B0)2  ≪ 1 ) 

Turbulent fields may be produced by kinetic energy 
released by SNR or by CR themselves by streaming 
instability. In both cases a strong spatial (anti)correlation 
between D( || )⊥ and the SNR density is expected

Dk =
1
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Source term

• Spatial dependence!

we assume sources trace SNRs  

distributions implemented in 
DRAGON: Galprop, Ferriere 

in DRAGON 3D we can also account 
for spiral arms 

• Rigidity dependence!

!

!

we allow for several spectral 
breaks (3 in the present version) 

     

Q(x, ⇢) = Q0(x)
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Few theoretical motivations to go beyond the conventional approach
  II. relaxing the isotropic approximation

The regular magnetic field (along b ) breaks isotropy 

if b is purely azimuthal only D⊥ matters. Isotropy is restored 
for strong turbulence but that holds only at the coherence 
length of the turbulent field  lC ~ 100 pc. At the resonance 
scale  λ ~ rL the power is suppressed by the turbulent 
cascade.      

parallel diffusion along spiral arms is subdominant if the halo 
thickness is < 10 kpc

Note that D⊥ is expected to increase with the turbulence 
strength as confirmed by numerical simulations                        

➔  CR escape more rapidly where more turbulence    
(sources) is present (see below)

Diffusion as a tensor

Flusso di neutrini dalla regione del CG

La diffusione ed il drift dei RC nella Galassia
Ptuskin V.S. et al., 1983, A& A 268, 726

La propagazione dei RC per i quali rL < Lmax avviene per diffusione:

~r · ~J = Q

dove
Ji = �Dijrj�

� é il flusso differenziale di RC e ~J é la corrente macroscopica di RC.

Il tensore di diffusione puó essere parametrizzato:

Dij = (Dk � D?)bibj + D?�ij + DA✏ijk bk

dove ~b ⌘ ~B0
B0

.

C. Evoli (Universitá di Pisa) Emissione diffusa di ⌫ dalla Galassia Pisa, 20/10/2006 10 / 33
DA

Proton distributions at 1 PeV for different level 
of turbulence

Neutrino fluxes from the GC region

Flusso di neutrini dalla regione del CG

Se assumiamo che il campo magnetico regolare sia diretto lungo � (coord. galattica)
ed assumiamo inoltre simmetria azimutale:

b� = 1 con br = bz = 0
@

@� = 0

Dk non ha effetti fisici

L’equazione da risolvere diventa:
⇢
�1

r
@r [rD?@r ]� @z [D?@z ] + ur @r + uz@z

�
N(r , z) = Q(r , z)

dove le velocitá di drift sono definite

ur ⌘ �
@(DAb�)

@z

uz ⌘
1
r

@(rDAb�)
@r

C. Evoli (Universitá di Pisa) Emissione diffusa di ⌫ dalla Galassia Pisa, 20/10/2006 11 / 33

CE, D. Grasso & L. Maccione, JCAP, 2007, J. Candia, JCAP, 2005

 De Marco, Blasi & Stanev 2007           
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II. relaxing the isotropic approximation with 
a more realistic magnetic field

Radio data (synchrotron + Faraday rotation measur. ) 
show that a strong poloidal component is present in 
the Galactic center (GC) region.                                   
This can revive parallel diffusion in that region 

Moreover, since D|| and D⊥ are expected to have 
different rigidity dependence ( Blasi, De Marco, Stanev 
2007  and Snodin et al. 2012 ) e.g.

                D|| ∝ ρ1/3    D⊥ ∝ ρ1/2    

 for Kolmogorov turbulence, 
the propagated CR spectral index may get harder at 
low Galactocentric radii

We incorporated this behaviour in the DRAGON 2 
code ( see below)  allowing for anisotropic diffusion

Anisotropic propagation of Galactic CRs Andrea Vittino

Figure 1: Three-dimensional representation of the realistic GMF model used in our simulations and defined
by Eqs. (2.7)–(2.13). The values of Bz is shown with colors on top of the magnetic field lines and as a
contour plot on the z = 0 Galactic plane.

means that processes such as advection, energy losses and reacceleration are neglected. Under
such assumption, the CR transport equation can be written as:

∂ N
∂ t

= — · (D ·—N) + S =
∂

∂xi

✓
Di j

∂ N
∂x j

◆
+ S , (2.1)

where N denotes the CR density, while S represents the source term and D is the diffusion
tensor.

We restrict ourselves to the two-dimensional case, which means that we work under the as-
sumption of azimuthal symmetry and CRs are assumed to diffuse in a cylinder in which we define
a coordinate system (R,z), with radius R 2 [0,Rmax] and z 2 [�H,+H]. The spatial grid on which
Eq. 2.1 is discretised has a resolution of 0.1 kpc in both the R and z directions.

The source term S is modelled according to the parametrization based on pulsar catalogs in-
troduced in [17], while the components of the diffusion tensor Di j are defined as:

Di j ⌘ D?di j +
�
Dk �D?

�
bib j , bi ⌘ Bi

|B| , (2.2)

with B being the ordered magnetic field, while b = B/|B| is its unit vector. The quantities
Dk and D? represent the diffusion coefficients for the CR transport in a direction parallel and
perpendicular to the direction of the GMF, respectively. Both these coefficients are assumed to be
spatially homogeneous, but their rigidity scaling and their normalizations are different:

Dk = D0k

⇣ p
Z

⌘dk
and D? = D0?

⇣ p
Z

⌘d?
⌘ eD D0k

⇣ p
Z

⌘d?
, (2.3)

In this work we fix dk = 0.3, while eD 2 [0.01,1] and d? 2 [0.3,0.5] in agreement with a low-energy
extrapolation of the numerical simulations conducted in [11, 12, 13]. It is important to remark that,
as one can easily see from eqs. (2.2) and (2.3), even if Dk and D? are assumed to be uniform, the
global diffusion coefficient D exhibits a spatial dependence, that is related to the geometry of the
GMF.
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Few theoretical motivations to go beyond the conventional approach
  III. relaxing the passive propagation approximation

 CR diffusion may not be a merely passive process :  
due to streaming instability CR can generate MHD 
waves which back-react onto CR                              
see  Amato & Blasi 2017 for a review

the transition from a regime where diffusion is 
determined by self-generated turbulence diffusion to 
one dominated by pre-existing turbulence may induce 
a feature in the diffusion coefficient  ➔ CR spectra

this may reproduce the observed CR hardening at 
200-300 GeV/n under realist conditions                 
Blasi,  Amato & Serpico 2012                                  
Aloisio & Blasi 2013

CR generated 
turbulence 

pre-existent
turbulence 



Few theoretical motivations to go beyond the conventional approach
  III. relaxing the passive propagation approximation

CR may advect/diffuse in self-generated Alfvén-waves 
below/above  ∼ 50 GeV

• harder CR (hence 𝛾-ray) spectrum in the advection 
dominated regime

• the effect is larger in the inner Galaxy, larger D ➞ 
larger p at which diffusion start dominating

 
The spectral flattening however should be absent at 
large energies

 Recchia, Blasi & Morlino 2016

advection 
dominated

diffusion 
dominated

diffusion coefficient

proton spect. index



The DRAGON code project

Some of the main innovative features

• spatial dependent diffusion coefficient(s) (both 
normalization D0(R,z) and rigidity dependence index 
δ(R,z) )

• 3D: it allows spiral arm source distribution

• allow anisotropic diffusion 

• better treatment of energy losses

• spatial dependent resolution

• new cross sections

DRAGON code:                                      
https://github.com/cosmicrays                     
Evoli, Gaggero, DG & Maccione  JCAP 2008

DRAGON 2 code                                     
to be released                                     
Evoli, Gaggero, Vittino, Di Bernardo, Ligorini, Di 
Mauro, Ullio & DG,  JCAP 2017

https://github.com/cosmicrays


Gamma-ray mapping

DRAGON use an auxiliary code (GammaSky) to produce maps 
and spectra of the secondary 𝛾-ray, neutrino and synchrotron 
diffuse emissions

Other codes with built-in gamma-ray modelling capability 

GALPROP code    https://galprop.stanford.edu              
Moskalenko, Strong, …                                                        
GALPROP  Webrun,  Vladimirov et al.     arxiv/1008.3642                                                                          
recently updated to account for 3D, inhomogeneous diff. ,  work in 
progress to introduce anisotropic diffusion 

PICARD code:    http://astro-staff.uibk.ac.at/~kissmrbu/CRs.html                                                       
Kissman, Reimer, Strong      arxiv.org/1510.02580                                                
3D diffusion , work in progress to introduce anisotropic diffusion 

  so far produced scientific results under conventional conditions only 

https://galprop.stanford.edu
http://arxiv.org/1510.02580


A possible solution of the CR gradient and anisotropy problems 
based on inhomogeneous diffusion                                                

Evoli, Gaggero, DG, Maccione, PRL 2012

We used the DRAGON code (which is built to 
allow spatial dependent diffusion) to model CR 
propagation with 

  

Q(R)  :  source (SNR) profile                                             

D(E, R) ∝ Q(R)𝝉                                                

𝝉 free parameter  ~ 1

Model parameters are tuned to reproduce CR 
data (e.g. B/C)

larger D⊥ ⇒ faster CR escape ⇒ flatter CR profile



A possible solution of the CR gradient and anisotropy problems 
based on inhomogeneous diffusion                                                

Evoli, Gaggero, DG, Maccione, PRL 2012
Results

Ackermann et al, ApJ 710 
(2010), II quadrant analysis

Ackermann et al, ApJ 726 
(2011), III quadrant analysis

τ = 0.0 (no radial dependence)

τ = 0.7

τ = 1.0

equation with the DRAGON numerical diffusion code [24],
which, differently from other numerical and semianalytical
programs, is designed to account for a spatially dependent
DC. The code is two dimensional (R, z) and assumes a
purely azimuthal (no arms) structure of the regular GMF.
Therefore, we can only model perpendicular diffusion and
the DC is treated as a (position dependent) scalar.
Nevertheless, as only the escape time is relevant to deter-
mine the CR density, we can account for parallel diffusion
along the spiral arms by using an effective DC: DeffðRÞ ¼
max½D?ðRÞ; ðH=RarmÞ2DkðRÞ%. We assume, therefore, the
phenomenological dependence D?ðRÞ / QðRÞ!, where
! * 0 is a free parameter to be fixed against the data
(simulations do not allow us to determine ! with sufficient
accuracy). According to QLT and numerical simulations,
we assume Dk to have an opposite dependence on the
turbulence strength; hence, DkðRÞ / QðRÞ&!. We remark
that parallel diffusion has almost no effect on the "-ray
angular distribution and the local CR anisotropy, as it
becomes relevant only in the most external regions of the
Galaxy, where the source density (hence turbulence injec-
tion) is very small. Its presence, however, naturally pre-
vents the escape time from taking unphysically large
values at large R. For the source radial distribution we
adopt QðRÞ / ðR=R'Þ1:9 expð&5ðR&R'

R'
ÞÞ, based on pulsar

catalogues [25]. Using other, observationally determined,
distributions would not change our main results. Similarly
to [3,19], we assume a vertical profile DeffðR; zÞ ¼
DeffðRÞ expðz=HÞ. We also assume D / ðv=cÞ&0:4 (v is
the particle velocity) to reproduce the low-energy B/C
data as shown in those papers. This does not affect the
results discussed here. We fix H ¼ 4 kpc and for each
value of ! we set the D normalization to match the ob-
served B/C ratio and other light nuclei ratios. We fix the D
rigidity dependence # ¼ 0:6 in the rest of our Letter. To
better highlight the effects of inhomogeneous diffusion we
consider here only PD propagation setups. Adding moder-
ate reacceleration and radially uniform convection does not
change significantly any of our results.

We find a good fit of the B/C ratio for all values of
! 2 ½0; 1%. The best fit D normalization only mildly de-
pends on !. Also the computed antiproton and midlatitude
"-ray spectra match observations within errors. We then
calculate the "-ray emissivity from the CR spatial distri-
butions in our models. As is clear from Fig. 1, the model
! ¼ 0 (uniform diffusion) does not reproduce the observed
emissivity profile. We obtain the simulated "-ray angular
distribution by performing a line-of-sight integration of the
product of the emissivity times the gas density. For con-
sistency we use the same gas distribution [26] and the same
catalogue sources [27] adopted by the Fermi-LAT collabo-
ration. We show in Fig. 2 the longitude profiles of Galactic
"-ray emission and the residuals of the models against data
for ! ¼ 0 and ! ¼ 0:85. The model ! ¼ 0 is clearly too
steep compared to the data: it overshoots the data in the

Galactic center region while it undershoots observations by
several $ in the anticenter region. Increasing ! yields a
much smoother behavior of the emissivity as a function of
R (see [15] for the possible reasons why the emissivity in
the II and III quadrants do not agree entirely). A good
match of Fermi-LAT data is achieved for ! ’ ½0:7–0:9%,
with ! ¼ 0:85 providing an optimal fit and improving the
residual distribution.
Effect on the CR anisotropy.—The CR LSA component

in the radial direction is related to the CR gradient by

anisotropy ¼ 3D?
c

!!!!!!!!
rrnCR
nCR

!!!!!!!!; (2)

FIG. 1 (color online). Integrated "-ray emissivity (number of
photons emitted per gas atom per unit time) constrained by
Fermi-LAT (orange region [15], gray region [14]) compared
with our predictions for ! ¼ 0, 0.2, 0.5, 0.7, 0.8, 0.9 (from top
to bottom).

FIG. 2 (color online). Predicted longitudinal profile of the
"-ray diffuse flux along the Galactic plane compared to
Fermi-LAT data [27], and residuals. Data are integrated over
the latitude interval jbj< 5( and in energy between 1104 and
1442 MeV. Solid line ! ¼ 0:85, dashed line ! ¼ 0.
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Fermi-LAT data [27], and residuals. Data are integrated over
the latitude interval jbj< 5( and in energy between 1104 and
1442 MeV. Solid line ! ¼ 0:85, dashed line ! ¼ 0.
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FIG. 7. Top: secondary positron flux in CRs as function of ki-
netic energy. Model calculations are shown in comparison with
the data from AMS-02 [4] and PAMELA [6]. The solar modula-
tion level is set to � = 500MV. Bottom: estimated uncertainties
for the positron flux arising from CR injection and propagation,
production cross-sections, and solar modulations.

cisely, for the propagation of CR electrons and positrons
from the Galactic disk, one can write

�(E,E0) = 2

(
D0E

�

b0E(1� �)

"
1�

✓
E0

E

◆��1
#) 1

2

, (11)

where E0 is their initial energy. For detected positron
energy E in the O(100GeV) energy scale and E0 & E,
it can be seen that the di↵usion distance � is always
. 1 kpc for our best-fit propagation parameters. Hence
the propagation histories of high-energy positrons de-
tected at Earth take place essentially in the inner halo.
In this region, the CR positron fluxes are of the type
J+ ⇠ (⌧/D)1/2Qsec so that, for proton-induced source
spectra Q

sec ⇠ E

��p , one has J+ / E

��p� 1
2 (�+1). Note

also that, for E0 � E and in particular for E . 10GeV,
the quantity �(E,E0) can reach larger values. Thus, in
the general cases, CR leptons may experience propaga-
tion in both halos and their resulting flux at Earth is a
convolution over their propagation histories.
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FIG. 8. Anisotropy amplitude from best-fit THM calculations
in comparisons with the data at E ⇡ 100GeV - 300TeV. OHM
calculations are shown for reference.

In the bottom panel of Fig. 7 we provide a breakdown
of the main sources of uncertainties associated with the
positron flux calculations. The errors on the production
cross-sections are estimated as in Delahaye et al. [47], i.e.,
by evaluating the e↵ects of di↵erent cross-section param-
eterizations as a function of energy. The considered pa-
rameterizations are those proposed by Kamae et al. [48],
Tan & Ng [49], and Badhwar et al. [50]. The positron
source term is found to vary between 5% 30% with en-
ergy, depending on the adopted parameterization. The
uncertainties of solar modulation are estimated by vary-
ing the modulation potential � similarly to the antipro-
ton case of Sect. III E. In comparison to other source of
uncertainties, solar modulation uncertainties are impor-
tant below 10 GeV. In comparison with the experimental
errors of AMS-02 measurements, they become negligible
above a few tens GeV. Uncertainty from CR propaga-
tion and injections are those estimated by the MCMC
parameter scan procedure. It is worth pointing out that
the positron flux is still softer than E

�3 while the data
measured by AMS-02 is harder. To account for the miss-
ing flux, it is necessary to add some extra contribution
of high-energy positrons. Primary positron sources may
include nearby pulsars, old SNRs or dark matter parti-
cle annihilation. They are preferentially located within
relatively short distances.

G. Anisotropy

With the THM parameter setting of the best-fit con-
figuration, we have calculated the flux anisotropy ampli-
tude at the location of the Sun due to global leakage of
CRs from the Galaxy. In the di↵usion approximation,
the anisotropy is dominated by the radial streaming of

7

parameter unit best-fit posterior mean posterior mode 1�-low 1�-up 2�-low 2�-up

L kpc 5.67 6.71 4.15 . . . . . . . . . . . .
D0 1028 cm2 s�1 1.92 1.83 2.20 0.75 4.99 0.50 4.99
� . . . 0.15 0.18 0.13 0.004 0.312 0.003 0.522
� . . . 0.52 0.58 0.55 0.426 0.823 0.240 1.076
⇠ . . . 0.15 0.19 0.12 0.090 0.593 0.080 0.594
� . . . 0.36 0.42 0.42 0.212 0.923 0.200 1.119
�⌫ . . . 0.096 0.096 0.100 0.064 0.132 0.030 0.145
⌫ . . . 2.27 2.30 2.28 2.14 2.47 2.09 2.55

TABLE II. Results of the MCMC scan for the transport and injection parameters in terms of best-fit values, posterior means, and
posterior modes, along with their bounds for 1� � and 2� � fiducial ranges.
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propagation e↵ect may mitigate the spectral di↵erence
between the two species, the hypothesis of universal in-
jection (�⌫ = 0) is ruled out at 95% of confidence level.
These results stand within the conception that the p/He
anomaly is ascribed to intrinsic properties of accelera-
tors [28, 31]. Besides, Eq. 8 illustrates clearly the de-
generacies between parameters describing transport and
injection which involve combinations such as ⇠ L/D0 or
⌫+�. Similarly to standard di↵usion models, complemen-
tary information from secondary CR nuclei is required to
break these degeneracies.

C. Secondary/primary ratios

In fragmentation processes of relativistic CR nuclei
with the ISM, the kinetic energy per nucleon of secondary
fragments (s) is approximately the same of that of their
progenitor nuclei (p). Hence the for p ! s fragmenta-
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tion reactions, the “source term” of secondary nuclei is
approximately given by Qs / Jp. Thus the approximate
THM behavior of secondary-to-primary ratios as function
of rigidity reads:

Js/Jp ⇠ L

D0

"
⇠ +

1� ⇠

�

✓ R
R0

◆��
#✓ R

R0

◆��

. (9)
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TABLE II. Results of the MCMC scan for the transport and injection parameters in terms of best-fit values, posterior means, and
posterior modes, along with their bounds for 1� � and 2� � fiducial ranges.
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jection (�⌫ = 0) is ruled out at 95% of confidence level.
These results stand within the conception that the p/He
anomaly is ascribed to intrinsic properties of accelera-
tors [28, 31]. Besides, Eq. 8 illustrates clearly the de-
generacies between parameters describing transport and
injection which involve combinations such as ⇠ L/D0 or
⌫+�. Similarly to standard di↵usion models, complemen-
tary information from secondary CR nuclei is required to
break these degeneracies.
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tion reactions, the “source term” of secondary nuclei is
approximately given by Qs / Jp. Thus the approximate
THM behavior of secondary-to-primary ratios as function
of rigidity reads:
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anisotropy

B/C ratio

3

recently observed in CR protons and nuclei. Possible ap-
proaches to model these features involve [3, 28]: (i) intro-
duction of multi-component populations for the CR flux;
(ii) revisitation of CR injection, Qpri(R), reflecting non-
linear and/or time-dependent DSA; or (iii) modification
of CR di↵usion, D(R), accounting for nonlinear e↵ects
in CR propagation or spatial-dependent di↵usion. Here
we adopt the latter scenario which is well supported by
recent works and, as we will show, it leads in general to
conservative predictions for the production of secondary
antiparticles in the ISM.

B. Numerical implementation

We set up a spatial dependent scenario of CR prop-
agation in two halos, which is the simplest physically
consistent generalization of the standard models that
are able to account for the recent observations of CR
hadrons. It consists in allowing CRs to experience a
di↵erent (shallower) type of di↵usion when they prop-
agate in the proximity of the Galactic disk. In prac-
tice, this idea is implemented by splitting the cylindrical
propagation region into two z-symmetric halos charac-
terized by di↵erent di↵usion properties: the inner halo,
which surrounds the disk for a few hundred pc, and the
outer halo, an extended regions of a few kpc which sur-
rounds the inner halo. Numerically, our model is im-
plemented under the DRAGON code of CR propagation,
which is well suited for handling CR di↵usion in inho-
mogeneous media [29]. We introduced a modification of
the finite-di↵erencing scheme in the solver [26, 27], in
order to obtain a spatial-dependent and non-separable
di↵usion coe�cient D = D(z,R). To test CR di↵usion
close to the Galactic disk, we set up a non-equidistant
spatial grid where the pitch from two consecutive nodes
increases with the coordinate |z|. We adopt a di↵usion
coe�cient of the following form:

D(R, z) =

8
><

>:

D0�
⌘
⇣

R
R0

⌘�
(|z| < ⇠L)

�D0�
⌘
⇣

R
R0

⌘�+�

(|z| > ⇠L)
(2)

where a connecting function of the type F (z) = (z/L)n

is used to ensure a smooth transition of the parameters
� and � across the two zones [27]. The parameter D0

sets the normalization of the di↵usion in the disk at the
reference rigidity R0 ⌘ 0.25GV, while �D0 is used for
the outer halo. The low-energy di↵usion is shaped by the
factor �⌘, where � = v/c is the particle velocity divided
by the speed of light and ⌘ is set to be �0.4 [29]. The
parameter � is the di↵usion scaling index in the inner
halo (with |z| < ⇠L) while �+� is that of the outer halo
(⇠L < |z| < L), and L is the half-height of the whole
di↵usion region.

This scenario of CR propagation is supported by radio
observation on other galaxies such as NGC 891, NGC
253 or M51 [30] and favored by the observed level of CR

anisotropy at multi-TeV energies [27]. Interpretations at
the origin of the two zones have been proposed in terms of
di↵erent types of Galactic turbulence, e.g., SNR-driven
and CR-driven turbulence that are supported by �–ray
observations on latitudinal and radial dependence of CR
spectra [23]. It was recently argued that two di↵usion
regimes may be connected with advective CR tansport on
self-induced Galactic wind [21]. In this work we use the
data to constraint the relevant parameters of CR trans-
port in the two regions, namely, D0, �, �, �, L, and ⇠.
In addition to the six transport parameters, we introduce
two parameters describing injection: the spectral index ⌫

of proton injection, and the spectral index di↵erence �⌫

between protons and all other primary nuclei such as He,
C, O, Fe. The latter parameter accounts for the recently
observed spectral di↵erence between proton and He [6, 9],
being the former �⌫-times steeper than the latter. Since
no spectral di↵erences have been observed on heavier nu-
clei, we adopt the same slope for all Z > 1 primary spec-
tra. With the use of non-universal injection indices we
are ascribing the origin of the observed p/He anomaly
to an intrinsic DSA acceleration mechanism, as proposed
recently [31]. Note however that there are explanations
for the p/He anomaly which do not require composition-
dependent acceleration mechanisms [19, 22, 28].

C. Parameter sampling and data sets

parameter units prior minimum maximum

L kpc 6.8 2.5 9.5
D0 1028 cm2 s�1 1.7 0.5 5.0
� . . . 0.16 0. 0.6
� . . . 0.56 0.2 1.2
⇠ . . . 0.14 0.08 0.6
� . . . 0.35 0.2 1.2
�⌫ . . . 0.09 0.03 0.15
⌫ . . . 2.27 2.0 2.6

TABLE I. Prior values and ranges for the injection and transport
parameters.

Our scan operates in a eight-dimensional parame-
ter space. To perform an e�cient sampling, we make
use of the MCMC method based on the Bayesian in-
ference. Recent works demonstated that the MCMC
method is a practical and powerful tool for CR propa-
gation physics analysis [24, 32–35]. Bayesian inference is
about the quantification and propagation of uncertain-
ties, expressed in terms of probability, in light of obser-
vations of the system. Our specific goal is to estimate
the probability density functions (PDFs) of our set of
free parameters for the following inputs: (i) an underly-
ing model of CR propagation which provides the link be-
tween physics observables and parameters: (ii) a defined
sets of experimental data, and (iii) the prior distributions
of the input parameters. The output PDFs are given as

Motivated by the galactic plane anomaly and a theoretical model 
(Erlykin & Wolfendale 2012) adopt a two-halo (disk + halo) model 
(THM) with different scaling of the diffusion coeff. with rigidity   

                                               

                         

          best fit            𝝽 = 0.15      δ = 0.15          𝚫 = 0.5                                                    
use analytical  as well as DRAGON + MCMC data analysis
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FIG. 7. Top: secondary positron flux in CRs as function of ki-
netic energy. Model calculations are shown in comparison with
the data from AMS-02 [4] and PAMELA [6]. The solar modula-
tion level is set to � = 500MV. Bottom: estimated uncertainties
for the positron flux arising from CR injection and propagation,
production cross-sections, and solar modulations.

cisely, for the propagation of CR electrons and positrons
from the Galactic disk, one can write

�(E,E0) = 2

(
D0E

�

b0E(1� �)

"
1�

✓
E0

E

◆��1
#) 1

2

, (11)

where E0 is their initial energy. For detected positron
energy E in the O(100GeV) energy scale and E0 & E,
it can be seen that the di↵usion distance � is always
. 1 kpc for our best-fit propagation parameters. Hence
the propagation histories of high-energy positrons de-
tected at Earth take place essentially in the inner halo.
In this region, the CR positron fluxes are of the type
J+ ⇠ (⌧/D)1/2Qsec so that, for proton-induced source
spectra Q

sec ⇠ E

��p , one has J+ / E

��p� 1
2 (�+1). Note

also that, for E0 � E and in particular for E . 10GeV,
the quantity �(E,E0) can reach larger values. Thus, in
the general cases, CR leptons may experience propaga-
tion in both halos and their resulting flux at Earth is a
convolution over their propagation histories.
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FIG. 8. Anisotropy amplitude from best-fit THM calculations
in comparisons with the data at E ⇡ 100GeV - 300TeV. OHM
calculations are shown for reference.

In the bottom panel of Fig. 7 we provide a breakdown
of the main sources of uncertainties associated with the
positron flux calculations. The errors on the production
cross-sections are estimated as in Delahaye et al. [47], i.e.,
by evaluating the e↵ects of di↵erent cross-section param-
eterizations as a function of energy. The considered pa-
rameterizations are those proposed by Kamae et al. [48],
Tan & Ng [49], and Badhwar et al. [50]. The positron
source term is found to vary between 5% 30% with en-
ergy, depending on the adopted parameterization. The
uncertainties of solar modulation are estimated by vary-
ing the modulation potential � similarly to the antipro-
ton case of Sect. III E. In comparison to other source of
uncertainties, solar modulation uncertainties are impor-
tant below 10 GeV. In comparison with the experimental
errors of AMS-02 measurements, they become negligible
above a few tens GeV. Uncertainty from CR propaga-
tion and injections are those estimated by the MCMC
parameter scan procedure. It is worth pointing out that
the positron flux is still softer than E

�3 while the data
measured by AMS-02 is harder. To account for the miss-
ing flux, it is necessary to add some extra contribution
of high-energy positrons. Primary positron sources may
include nearby pulsars, old SNRs or dark matter parti-
cle annihilation. They are preferentially located within
relatively short distances.

G. Anisotropy

With the THM parameter setting of the best-fit con-
figuration, we have calculated the flux anisotropy ampli-
tude at the location of the Sun due to global leakage of
CRs from the Galaxy. In the di↵usion approximation,
the anisotropy is dominated by the radial streaming of

positrons
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FIG. 6. Top: p̄/p ratio as function of kinetic energy. Model calcu-
lations are shown in comparison with new data from AMS-02 [10]
and PAMELA [6]. The solar modulation level is set to � = 500MV.
The production cross-sections are evaluated using the MC genera-
tor EPOS LHC model [45]. Bottom: estimated uncertainties for the
p̄/p ratio arising from CR injection and propagation, production
cross-sections, and solar modulations.

certainties are reviewed in the bottom panel of the Fig. 6,
showing the contributions from injection and propaga-
tion, production cross-sections, and solar modulation. In
principle, the CR propagation parameter uncertainties
already included the solar modulation uncertainties, be-
cause they have been accounted in the MCMC procedure.
However, charge-sign and mass dependent solar modula-
tion e↵ects are in general expected due to particle drift
or adiabatic losses of CRs in the heliosphere, that are
unaccounted by the force-field model. Hence the use of
CR proton data does not provide safe constraints on the
solar modulation of antiprotons. Following Giesen et al.
[15], we have varied the solar modulation potential from
200 MeV to 700 MeV to estimate this error. This esti-
mate encompasses the level modulation asymmetry be-
tween protons and antiprotons, that we have tested using
the model of Cholis & Hooper [46]. The solar modula-
tion error is dominant at 1 GeV/n of energy and becomes
negligible at 15 GeV/n in comparison with the uncertain-

ties of the experimental data. A large uncertainty factor
comes from antiproton production cross-sections. The
figure shows that the cross-section contribution is 10% at
1 GeV/c and increases slowly with energy to become 18%
at about 1 TeV/c. The calculations of these errors can
be found in AppendixA. In the high-energy region, errors
are dominated by uncertainties in CR injection and prop-
agation parameters. In contrast to other works [15], our
fitting procedure lead to a unique astrophysical uncer-
tainty factor which include the errors from propagation
e↵ects and those induced by primary nuclei. However no
appreciable correlation is found the two contributions.
At kinetic energy above ⇠ 100GeV, this uncertainty is
at the level of ⇠ 30% and it is limited by the experi-
mental errors of the high-energy B/C ratio. Parameters
describing CR injection spectra of protons and He are
better constrained with the existing data, although their
contribution to the total p̄/p uncertainty band becomes
non-negligible at high energies. In summary, under our
scenario of spatial-dependent CR propagation, the pre-
dictions for the p̄/p ratio appear to be fairly consistent
with the AMS-02 data, within the present level of un-
certainty, showing no striking evidence for an antiproton
excess. We note, nevertheless, that the dominant contri-
bution to the uncertainties is related to CR propagation.
Hence the situation will become more transparent with
the availability of precise B/C data at TeV/n energies
[2].

F. Positrons

Similarly to antiprotons, secondary positrons are gen-
erated by collisions of CR hadrons with the ISM. Thus
we consider the absolute flux of CR positrons rather
than positron fraction e+/(e� +e+), because it permits
to avoid further assumptions on the injection spectrum
of primary electrons. The predicted flux of secondary
positrons is shown in the top panel of Fig. 7. The black
solid line represents the THM model calculations under
the best-fit parameter set, while the shaded band is the
corresponding total uncertainty. The positron flux pre-
dicted by our model is significantly harder than that aris-
ing from the OHM setting. The main reason for this dif-
ference is that CR positrons detected at Earth have spent
a large fraction of their propagation time in the region
close to the Galactic disk. Given the shallow di↵usion of
CRs in the inner halo, the flux steepening e↵ect induced
by di↵usive propagation is expected to be milder for the
THM model, in comparison with standard OHM calcu-
lations. In addiction to di↵usive propagation, however,
energy losses arising from synchrotron radiation and in-
verse Compton processes have an important impact in
reshaping the spectrum of charged leptons. For these ef-
fects, the energy loss rate is of the type b(E) = b0E

2, with
b0

⇠= 1.4⇥10�16 GeV�1 s�1 [12]. The time-scale of these
processes is ⌧ = (b0E)�1, so that the typical di↵usion
scale distance is of the order of � ⇠ p

⌧ D. More pre-

antiprotons

OHM: one-halo model        δ(r) = 0.56

MCMC allows to  estimate uncertainties 

the propagation uncertainty band should be 
reduced including AMS02 B/C data but is likely 
to be larger than that of conventional models                            
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interpreted the effect as due to a radial 
dependent diffusion coefficient which was 
implemented with the DRAGON code.

D(E) = D0 (E/E0) + δ(r)                                                

with     δ(r) = A r + B                           
so that   𝛤 (r) =  p  +  δ(r)
                 (KRA𝜸  model)     
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• emissivity spectrum in rings    
(H I line Doppler shift)

• intensity/spectral variations 

• challenge simple propagation 
models

Fermi LAT collab. ApJS 223 2016 26
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Fig. 8.— Radial distributions across the Galaxy of (a) the �-ray emissivity per H atom measured at

2 GeV; (b) the proton flux integrated above 10 GV, with the prediction from the GALPROP model
SY Z6R30T 150C2 (solid curve, Ackermann et al. 2012d); (c) the proton spectral index, P2, with

statistical error bars and the prediction for proton rigidities above 1 TV from the same GALPROP

model (solid line) and from Gaggero et al. (2015) (dashed line). In all plots, the horizontal bars

span the radial widths of the gas annuli used for the measurements. The two data points with

smallest Galactocentric radii have large systematic uncertainties (see text). Panel (d) shows the

proton flux integrated above 10 GV, normalized to its value at the Sun Galactocentric radius, with

the star formation rate traced by supernova remnants, H ii regions, and pulsars (Stahler & Palla

2005).
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Fig. 8.— Radial distributions across the Galaxy of (a) the �-ray emissivity per H atom measured at

2 GeV; (b) the proton flux integrated above 10 GV, with the prediction from the GALPROP model
SY Z6R30T 150C2 (solid curve, Ackermann et al. 2012d); (c) the proton spectral index, P2, with

statistical error bars and the prediction for proton rigidities above 1 TV from the same GALPROP

model (solid line) and from Gaggero et al. (2015) (dashed line). In all plots, the horizontal bars

span the radial widths of the gas annuli used for the measurements. The two data points with

smallest Galactocentric radii have large systematic uncertainties (see text). Panel (d) shows the

proton flux integrated above 10 GV, normalized to its value at the Sun Galactocentric radius, with

the star formation rate traced by supernova remnants, H ii regions, and pulsars (Stahler & Palla

2005).

GALPROP
Fermi LAT collab. ApJ 750 2012  3A

DRAGON
Gaggero+ PhRvD 91 2015  083012

proton spectral index

proton density > 10 GeV

Fermi-LAT coll.  2016

 ⬅   Yang, Aharonian & Evoli 2016

this is agreement with successive FERMI-LAT 
finding of a radial dependent spectral index !
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• emissivity spectrum in rings    
(H I line Doppler shift)

• intensity/spectral variations 

• challenge simple propagation 
models
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Fig. 8.— Radial distributions across the Galaxy of (a) the �-ray emissivity per H atom measured at

2 GeV; (b) the proton flux integrated above 10 GV, with the prediction from the GALPROP model
SY Z6R30T 150C2 (solid curve, Ackermann et al. 2012d); (c) the proton spectral index, P2, with

statistical error bars and the prediction for proton rigidities above 1 TV from the same GALPROP

model (solid line) and from Gaggero et al. (2015) (dashed line). In all plots, the horizontal bars

span the radial widths of the gas annuli used for the measurements. The two data points with

smallest Galactocentric radii have large systematic uncertainties (see text). Panel (d) shows the

proton flux integrated above 10 GV, normalized to its value at the Sun Galactocentric radius, with

the star formation rate traced by supernova remnants, H ii regions, and pulsars (Stahler & Palla

2005).
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Fig. 8.— Radial distributions across the Galaxy of (a) the �-ray emissivity per H atom measured at

2 GeV; (b) the proton flux integrated above 10 GV, with the prediction from the GALPROP model
SY Z6R30T 150C2 (solid curve, Ackermann et al. 2012d); (c) the proton spectral index, P2, with

statistical error bars and the prediction for proton rigidities above 1 TV from the same GALPROP

model (solid line) and from Gaggero et al. (2015) (dashed line). In all plots, the horizontal bars

span the radial widths of the gas annuli used for the measurements. The two data points with

smallest Galactocentric radii have large systematic uncertainties (see text). Panel (d) shows the

proton flux integrated above 10 GV, normalized to its value at the Sun Galactocentric radius, with

the star formation rate traced by supernova remnants, H ii regions, and pulsars (Stahler & Palla

2005).

GALPROP
Fermi LAT collab. ApJ 750 2012  3A

DRAGON
Gaggero+ PhRvD 91 2015  083012

proton spectral index

proton density > 10 GeV

Fermi-LAT coll.  2016

 ⬅   Yang, Aharonian & Evoli 2016

Fermi-LAT coll.  2016



 The Galactic plane above the TeV         
Gaggero, D.G., A. Marinelli, Urbano, Valli  ApJ L 2015

conventional 
model without 
hardening

conventional model 
with hardening

Milagro observed an excess (4 σ ) at 15 TeV 
in the inner GP respect to the prediction of 
conventional models ( Abdo et al.  ApJ 2008 )

We checked that the excess is present also 
respect to updated conventional CR 
propagation models based on Fermi data

The excess holds also accounting for the CR 
hardening at 250 GeV/n  (assuming it is 
present in the whole Galaxy as expected if it 
is originated by sources or by propagation)



 The Galactic plane above the TeV         
Gaggero, D.G., A. Marinelli, Urbano, Valli  ApJ L 2015

Then we incorporate the CR spectral hardening 
in the KRA𝛾 model assuming it is present in the 
whole Galaxy (we introduce it in the source 
term). 

This automatically reproduces Milagro observed 
flux @ 15 TeV 

testable by HAWC and CTA (work in progress)



The Galactic center TeV excess
H.E.S.S. , Nature 2006 

• The diffuse emission from the central molecular 
zone (CMZ) is correlated with the gas distribution 
(inferred from CO and CS emission maps)

• The spectrum is harder (𝛤 ≃ 2.3 ) than expected 
from the hadron scattering of Galactic cosmic rays 
(CR) if their spectrum is the same of that at the 
Earth (𝛤 ≃ 2.7 )

• A freshly accelerated (hard) CR component was 
invoked to explain the emission (see however 
below) 



The PeVatron scenario
H.E.S.S. , Nature 2016 
             arXiv 1706.04535

0 0  M O N T H  2 0 1 6  |  V O L  0 0 0  |  N A T U R E  |  1

LETTER
doi:10.1038/nature17147

Acceleration of petaelectronvolt protons in the 
Galactic Centre
HESS Collaboration*

Galactic cosmic rays reach energies of at least a few petaelectronvolts1 
(of the order of 1015 electronvolts). This implies that our Galaxy 
contains petaelectronvolt accelerators (‘PeVatrons’), but all proposed 
models of Galactic cosmic-ray accelerators encounter difficulties 
at exactly these energies2. Dozens of Galactic accelerators capable 
of accelerating particles to energies of tens of teraelectronvolts  
(of the order of 1013 electronvolts) were inferred from recent γ-ray 
observations3. However, none of the currently known accelerators—
not even the handful of shell-type supernova remnants commonly 
believed to supply most Galactic cosmic rays—has shown the 
characteristic tracers of petaelectronvolt particles, namely, power-
law spectra of γ-rays extending without a cut-off or a spectral break 
to tens of teraelectronvolts4. Here we report deep γ-ray observations 
with arcminute angular resolution of the region surrounding the 
Galactic Centre, which show the expected tracer of the presence 
of petaelectronvolt protons within the central 10 parsecs of the 
Galaxy. We propose that the supermassive black hole Sagittarius  
A* is linked to this PeVatron. Sagittarius A* went through active 
phases in the past, as demonstrated by X-ray outbursts5 and an 
outflow from the Galactic Centre6. Although its current rate of 
particle acceleration is not sufficient to provide a substantial 
contribution to Galactic cosmic rays, Sagittarius A* could have 
plausibly been more active over the last 106–107 years, and therefore 
should be considered as a viable alternative to supernova remnants 
as a source of petaelectronvolt Galactic cosmic rays.

The large photon statistics accumulated over the last 10 years of 
observations with the High Energy Stereoscopic System (HESS), 
together with improvements in the methods of data analysis, allow for 
a deep study of the properties of the diffuse very-high-energy (VHE; 

*Lists of participants and their affiliations appear at the end of the paper.

more than 100 GeV) emission of the central molecular zone. This region 
surrounding the Galactic Centre contains predominantly molecular gas 
and extends (in projection) out to radius r ≈  250 pc at positive Galactic 
longitudes and r ≈  150 pc at negative longitudes. The map of the central 
molecular zone as seen in VHE γ -rays (Fig. 1) shows a strong (although 
not linear; see below) correlation between the brightness distribution 
of VHE γ -rays and the locations of massive gas-rich complexes. This 
points towards a hadronic origin of the diffuse emission7, where the  
γ -rays result from the interactions of relativistic protons with the ambi-
ent gas. The other important channel of production of VHE γ -rays is 
the inverse Compton (IC) scattering of electrons. However, the severe 
radiative losses suffered by multi-TeV electrons in the Galactic Centre 
region prevent them from propagating over scales comparable to the 
size of the central molecular zone, thus disfavouring a leptonic origin of 
the γ -rays (see discussion in Methods and Extended Data Figs 1 and 2).

The location and the particle injection rate history of the cosmic-ray 
accelerator(s) responsible for the relativistic protons determine the 
spatial distribution of these cosmic rays which, together with the gas 
distribution, shape the morphology of the central molecular zone 
seen in VHE γ -rays. Figure 2 shows the radial profile of the E ≥  10 TeV 
cosmic-ray energy density wCR up to r ≈  200 pc (for a Galactic Centre 
distance of 8.5 kpc), determined from the γ -ray luminosity and the 
amount of target gas (see Extended Data Tables 1 and 2). This high 
energy density in the central molecular zone is found to be an order of 
magnitude larger than that of the ‘sea’ of cosmic rays that universally 
fills the Galaxy, while the energy density of low energy (GeV) cosmic 
rays in this region has a level comparable to it8. This requires the pres-
ence of one or more accelerators of multi-TeV particles operating in 
the central molecular zone.
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Figure 1 | VHE γ-ray image of the Galactic Centre region.  The colour 
scale indicates counts per 0.02° ×  0.02° pixel. a, The black lines outline 
the regions used to calculate the cosmic-ray energy density throughout 
the central molecular zone. A section of 66° is excluded from the annuli 
(see Methods). White contour lines indicate the density distribution of 

molecular gas, as traced by its CS line emission30. Black star, location of 
Sgr A* . Inset (bottom left), simulation of a point-like source. The part of 
the image shown boxed is magnified in b. b, Zoomed view of the inner  
∼ 70 pc and the contour of the region used to extract the spectrum of the 
diffuse emission.

© 2016 Macmillan Publishers Limited. All rights reserved

Γridge = 2.28 ± 0.03stat ± 0.2sys 

Γinner  = 2.32 ± 0.05stat ± 0.11sys 

larger statistics; extended the measurement up 
to  50 TeV   ➡    CR protons up to ~ PeV     
no evidence of a cutoff

On the basis of the spectral uniformity (the 
GC source however display a cutoff at 10 TeV) 
and the angular distribution, the source of 
primary CR population in the CMZ was 
identified with  J1745-290 (positionally 
compatible with SgrA* )  
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PASS8 Fermi-LAT  470 weeks of 
data extracted with the v10r0p5 
Fermi tool. Point sources from the 
3FGL catalogue subtracted.    

| l | < 1° , | b | < 0.3° 



An alternative interpretation
Gaggero, D.G., A. Marinelli, Taoso & Urbano, PRL 2017
                 “                     + S. Ventura (ICRC 2017) 
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We use a 3-D gas model for the CMZ 
(Ferriere 2007 )

We found that the same model solving the 
GP FERMI anomaly and matching Milagro 
( KRA𝛾 model + CR hardening )  
reproduce FERMI + HESS  data in the 
ridge and inner region

The Galactic CR sea suffice to explain the 
CMZ emission over 3 energy decades 
with no need of a PeVatron at the GC      



An alternative interpretation
      and its possible implications

Similarly to the solution of the Milagro 
anomaly both the radial hardening and CR 
global hardening are required to match the 
data.  This implies:

• further evidence for radial spectral index 
gradient. It presence at the GC and at E > 
1 TeV  disfavour interpretations based on 
non-linear CR propagation.  

• first evidence of the presence of the CR 
hardening in the GC region suggesting this 
is a global effect (a source effect most 
likely). 
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Future perspectives
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CTA may observe more external 
clouds where the PeVatron scenario  
predicts a lower CR density than that 
expected in our scenario



Future perspectives

37

wide field of view instruments would more 
suitable to study the diffuse 𝜸-ray emission 
of the Galaxy above tens of TeV so to 
possible probe CR spectra up to the knee 

HERD                      Chinese space station

HAWC, LHAASO     North hemisphere

LATTES                   South hemisphere

G. Di Sciascio PAHEN 2017- Naples, Sept 25-26, 2017

Expected Galactic diffuse gamma ray flux 

Unabsorbed 
flux 

Grey band: 
expected gamma 
ray flux in the 
region 
|lat| < 5° 
long =25°-100° 
 

    S.Vernetto & P.Lipari                                                                                 35th ICRC, 12-20 July 2017, Busan, Korea 

1 year LHAASO 
5 sigma 
sensitivity 
(approximate) 

by S. Vernetto & P. Lipari: ICRC 2017

Unabsorbed flux

Expected Galactic diffuse γ-ray flux

18

Grey band: expected γ-ray flux in 
the region |lat|<5º, long=25º-100º

Extrapolation of the Fermi spectrum E-2.65±0.05 
with a steepening due to CR knee

Is the knee a source property, in which case we should see a corresponding spectral feature in the 
gamma-ray spectra of CR sources, or the result of propagation, so we should observe a knee that is 
potentially dependent on location, because the propagation properties depend on position in the Galaxy ? 

Observing a location dependence of the knee 
energy (or of the spectral index !) would provide 
important clues on the nature of the knee.



Implications for neutrino astronomy
 Gaggero, D.G., A. Marinelli, Urbano, Valli  ApJ L 2015    
 ANTARES coll. , Phys. Lett. B, 2016 

 ANTARES coll. + D. Gaggero, D.G.  PRD 2017     
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• On the whole sky the diffuse flux due to the 
Galaxy is 15 % at most (8 % for conventional 
models) of that measured by IceCube.   IceCube 
limit 16 % 

• In the inner Galactic plane however the gain 
factor is much larger                  ➡  

• A neutrino telescope in the North 
hemisphere is more suited to detect the 
Galactic component.  IceCube coll. is using 
our model templates to look for this Galactic 
component.  ANTARES present upper limit is 
at 1.25 times our most optimistic prediction.  
Observable by KM3NeT (work in progress ) !

http://arxiv.org/abs/arXiv:1705.00497


“TAKE HOME” MESSAGES

• Recent CR and especially 𝜸-ray data and theoretical arguments strongly suggest 
that the conventional treatment of CR propagation in the Galaxy is not fully adeguate. 

• This implies that propagation uncertainties, which may impact on dark-matter indirect 
search, may be larger than expected and be still dominating respect to cross-section 
ones.  

• While some work has been done, a larger investment of the community should be 
done to  develop more realistic modelling and analysis tools. 

• Better data are also needed:  while CTA will provide valuable info, a larger 𝜸-ray 
detector in space (HERD ? ) and a HAWC-type ground based one in the South 
hemisphere (LATTES ? ) would be desirable        


