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introduction 2
- Effective leptonic mixing angle and W mass are closely related  

sin2θeffl = (1 - mW2/mZ2) κRAD 
where κRAD is precisely known in standard model  

- indirect measurement of W mass#
- probe for contributions to κRAD  

from new physics particles  
 
 

- Current world average dominated  
by LEP and SLD measurements  

- Best measurements at hadron colliders  
are still limited by statistical and PDF  
errors, both of which can be constrained with more data  

- Lot of ~background-free Z->ll  events produced at the LHC that can be used  
to precisely measure sin2θeffl



AFB 3
- AFB distribution defined by the vector and axial couplings#
- Near Z peak sensitive to sin2θeffl #
- Mass dependence from Z/γ* interference#
- Definition of Forward/Backward in pp based on sign of yll !

- only valence quarks contribute#
- average depends on PDFs
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AFB in bins of mass and rapidity 4
- Definition of Forward/Backward in pp based on sign of yll !

- dilution factor depends on rapidity#
- maximum/absolute dilution at y=0  
 

AFB’s measured in 72 bins of  
mass and rapidity:#
• 6 equal |y| bins in [0-2.4]#
• 12 mass bins in [60-120]  
 

sin2θeffl is extracted by fitting  
measured AFBs with different  
templates 
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Measurement strategy 5

• Fit AFB distribution in bins of mass and |y| with POWHEG sin2θeff templates 

• 2012 8 TeV dataset — 19 /fb#

• dimuon and dielectron channels  

• Precise lepton momentum calibration using dilepton mass peak#

• Event-weighting technique to calculate AFB#

• Constrain PDF uncertainties using AFB data



6Mass distributions 6

using Z-ll events to  
calibrate lepton momentum 
scale and resolution#
!
applied to data and 
simulation such that:  

- scale matches true scale 
based on generated post-
FSR (for muons) and 
dressed (for electrons 
electron) momenta  

- resolution matches 
reconstruction resolution  
in data#
!
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• Observable: weighted AFB (Eur. Phys. J. C67, (2010) 321) (also used by CDF measurement)  

• For each event with cosθ=c, define two weights:#
!
!
!
• In 4!, Raw  AFB = Weighted AFB = Weighted AFB within lepton acceptance  

=> less sensitive to cosθ acceptance modeling#
• Also, weighted AFB yield smaller stat. uncertainty of extracted sin2θeff

7Angular event-weighting

AFB =
3
8

NF � NB

DF + DB
,

7

5

MC simulated sample, to estimate the QCD multijet contamination in the signal (opposite-
sign) dimuon sample. The multijet background in the dielectron analysis is evaluated using
the combination of the eµ and the same-sign dielectron events. The template shapes for the
jet-fake background (which include the QCD multijet and W+jet events) is obtained from the
same-sign eµ sample. The mass distributions for same-sign dielectron events in each rapidity
bin are fit to extract the jet-fake background normalization, which dominates the high and low
end of the mass spectrum.

The dilepton mass and cos q⇤ distributions in three of the six rapidity bins are shown in Fig-
ures 2 and 3. In these figures the lepton momentum corrections are applied, the background
samples are normalized as described above, and the signal is normalized to match the total
predicted number of events in each distribution to the data.

4 Angular event weighted A
FB

The angular distribution of dilepton events has a (1+cos2 q⇤) term that originates from the spin
1 of the exchanged boson, a cos q⇤ term that originates from vector-axial interference and a (1�
3 cos2 q⇤) term that originates from the transverse momentum of the interacting partons [23].
The angular coefficients A0 and A4 are functions of dilepton mass, transverse momentum and
rapidity of the dilepton pair. In each dilepton mass and rapidity bin, the cos q⇤ in full phase-
space is distributed as [23]:

1
s

ds

d cos q⇤
=

3
8

⇣
1 + cos2 q⇤ +

A0

2
(1 � 3 cos2 q⇤) + A4 cos q⇤

⌘
. (6)

In this analysis, the AFB values in each dilepton rapidity and mass bin are calculated using the
“angular event-weighting” method, described in detail in Ref. [24]. In this method, for each
event with a cos q⇤ value of c, two event weights are evaluated and used for denominator (D)
and numerator (N):

wD =
1
2

c2

(1 + c2 + h)3 , (7)

wN =
1
2

|c|
(1 + c2 + h)2 , (8)

where h = 0.5A0(1 � 3c2). Then, using the weighted sums N and D for forward (cos q⇤ > 0)
and backward (cos q⇤ < 0) events:

DF = Â
c>0

wD, DB = Â
c<0

wD, (9)

NF = Â
c>0

wN, NB = Â
c<0

wN, (10)

the weighted AFB is calculated:

AFB =
3
8

NF � NB

DF + DB
. (11)

The statistical uncertainty of the weighted AFB takes into account correlations between the nu-
merator and denominator sums. For data, the background contribution in the event-weighted
sums are subtracted before calculating AFB. In the full phase-space the values of the weighted
AFB and the nominal AFB, which is calculated as an asymmetry between the total event counts
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9Statistical and experimental uncertainties 9

8 6 Experimental systematic uncertainties

in the forward and backward hemispheres, are the same. Since the acceptance of the forward
and backward events are the same for the same value of |c|, the fiducial values of the event-
weighted AFB are same as in full phase-space, while the nominal AFB values are smaller because
of the limited acceptance at large cos q⇤. Because of this feature, the event-weighted AFB is less
sensitive to the exact modeling of the acceptance than the nominal AFB. Additionally, because
the event-weighted AFB exploits full shape of cos q⇤ distribution as opposed to the sign only in
case of the nominal AFB, it also features a smaller statistical uncertainty.

5 sin2 qlept

eff

extraction

We extract sin2 q
lept
eff by minimizing the c2 value between the data and template AFB distribu-

tions in 72 dilepton mass and rapidity bins. The default signal templates are generated with the
POWHEG event generator using the NNPDF3.0 set. POWHEG is interfaced with PYTHIA 8 [25]
with CUETP8M1 [26] underlying event tune for parton showering and hadronization, includ-
ing electromagnetic FSR. The template variations for different values of sin2 q

lept
eff , renormal-

ization and factorization scales, and PDFs are modeled using the POWHEG MC generator that
provides matrix-element based event-by-event weights for each variation. To propagate these
variations to the full-simulation-based templates, each event of the full-simulation sample is
weighted by the ratio of cos q⇤ distributions obtained with modified and default configuration
in each dilepton mass and rapidity bin.

A comparison between the data and best-fit template distributions is shown in Fig. 4. Table 1
summarizes the statistical uncertainty in the extracted sin2 q

lept
eff in the muon and electron chan-

nels and their combination. The statistical uncertainties are evaluated with toy studies using
the bootstrapping technique [27] to take into account correlations between the measured AFB,
lepton selection efficiencies and calibration coefficients, introduced by using the same dilepton
events. Here, 400 toy experiments are generated that provide accurate estimate of the statis-
tical uncertainties and correlations. In each experiment, each data event is replicated n times,
where n is a random number sampled from the Poisson distribution with the mean of unity. By
using the same random number for a given event in a given pseudo-experiment consistently
in all steps of the analysis, i.e. in the extraction of the muon selection efficiencies, calibration
coefficients, and AFB, the statistical correlations are properly taken into account. The statistical
uncertainties in the electron selection efficiencies and calibration coefficients, which have no
charge-dependence, are small and are evaluated separately as discussed below.

Table 1: Summary of the statistical uncertainties. The statistical uncertainties in the lepton
selection efficiency and calibration coefficients in data are included.

channel statistical uncertainty
muon 0.00044
electron 0.00060
combined 0.00036

6 Experimental systematic uncertainties

The experimental systematic uncertainties are discussed in this section. The following uncer-
tainty sources are considered: MC statistical uncertainties, lepton selection efficiency correc-
tions, lepton momentum scale and resolution corrections, background subtraction, and pileup
modeling. Note that for electrons the selection efficiencies, which have no charge-dependence,
cancel to first order since we are using the angular event weighting technique.

12 7 Theory systematic uncertainties

by varying them by ±100%. Varying the diboson background prediction by 100% results in a
negligible change in the result (< 0.00001). Varying all electroweak and top quark backgrounds
by luminosity uncertainty of 2.6% also results in a negligible change in the result (< 0.00001).
The total systematic uncertainty from the background estimation is ±0.00003 and ±0.00005 in
the dimuon and dielectron channels, respectively.

6.5 Pileup

To take into account the uncertainty originating from differences in pileup between data and
simulation, we vary the minimum bias cross section by ±5% and recompute the expected
pileup distribution in data. Then the analysis is repeated and the difference with respect to
the central value is considered as a systematic uncertainty. The pileup uncertainty is ±0.00003
and ±0.00002 in the dimuon and dielectron channels, respectively.

All the experimental systematic uncertainties discussed above are summarized in Table 2.

Table 2: Summary of experimental systematic uncertainties.

Source muons electrons
MC statistics 0.00015 0.00033
Lepton momentum calibration 0.00008 0.00019
Lepton selection efficiency 0.00005 0.00004
Background subtraction 0.00003 0.00005
Pileup modeling 0.00003 0.00002
Total 0.00018 0.00039

7 Theory systematic uncertainties

Several sources of systematic uncertainties in modeling of the MC templates are studied. Sys-
tematic uncertainty associated with boson pT modeling is evaluated by reweighting MC pT

distribution to data in each |Y``| bin and taking the difference of resulting sin2 q
lept
eff with respect

to the default value.

The QCD renormalization and factorization scales, µR and µF, are each varied by a factor of
2 independently, such that their ratio is within 0.5  µR/µF  2.0. The maximum deviation
among these six variations with respect to the nominal choice (excluding the two opposite
largest variations) is assigned as a systematic uncertainty associated with the missing higher
order terms.

Additionally, we use “Z+j” process with a multi-scale improved NLO (MiNLO [29]) calculation
to assess the uncertainty from the missing higher order QCD terms and modeling of the angular
coefficients. The MiNLO “Z+j” process has a NLO accuracy for both Z+0 and Z+1 jet events
and thereby provides a better description of the pT-dependence of the angular coefficients. In
particular, it does not predict an unphysical negative A0 coefficient at pT = 0, which is the case
for the default NLO POWHEG [30].

Systematic uncertainty in FSR modeling is estimated by comparing results obtained with PHO-
TOS and PYTHIA 8 templates. In case of PHOTOS the effect from changing the AFB(M``) distri-
bution is largely canceled with the effect of calibrating the lepton energies to match the PHOTOS
dilepton mass distributions to data. In particular, in the dimuon channel the shift with respect
to the nominal value would be 0.00020 using PHOTOS templates but the muon calibrations de-
rived with PYTHIA 8 reference distributions. The shift reduces to 0.00003 when using PHOTOS
to derive muon calibration coefficients as well.

- Statistical uncertainties dominate  
- include stat. uncertainties in lepton  
calibration & efficiencies  

- Evaluated with bootstrapping  
to take into account correlations #

 
 

- Experimental uncertainties are small#
- Biggest contribution coming from limited MC statistics



10Modeling uncertainties 1013

Electroweak effects from the difference between the quark and leptonic effective mixing an-
gles are estimated by changing sin2 qu

eff and sin2 qd
eff by 0.00011 and 0.00023, respectively, with

respect to the sin2 q
lept
eff . These differences were obtained using ZFITTER [31] program and are

consistent with those predicted by ZGRAD. We find that sin2 q
lept
eff extracted by fitting the data

AFB distributions with the corresponding templates is shifted by 0.00001.

The underlying event tune parameters are varied up and down within their uncertainties and
sin2 q

lept
eff values are extracted using the corresponding templates. The maximum difference

from default tune is taken as a corresponding uncertainty. The systematic uncertainties from
all the above sources are summarized in Table 3.

Table 3: Theory systematic uncertainties in the dimuon (left) and dielectron (right) channels.
Detailed descriptions of each systematics are given in the text.

model variation Muons Electrons
Dilepton pT reweighting 0.00003 0.00003
QCD µR/F scale 0.00011 0.00013
POWHEG MiNLO Z+j vs NLO Z model 0.00009 0.00009
FSR model (PHOTOS vs PYTHIA) 0.00003 0.00005
UE tune 0.00003 0.00004
Electroweak (sin2 q

lept
eff � sin2 qu, d

eff ) 0.00001 0.00001
Total 0.00015 0.00017

We also separately study the modeling of the A0 angular coefficient. The A0 angular coefficient
is included in the definition of our observable AFB. As a baseline the average A0 value in each
measurement Y``–M`` bin is used in the definition of the weighted AFB. Several other options
are studied: (1) the leading-order expression: A0 = p2

T/(p2
T + m2), (2) the pT-dependent A0 in

each Y``–M`` bin as predicted by the baseline NLO POWHEG simulation, (3) the pT-dependent
A0 as predicted by the MiNLO “Z+j” POWHEG generator, (4) and finally A0 is set to 0. In all
these cases the same definition is used for both the data and simulation, and the extracted
sin2 q

lept
eff is the same within ±0.00002 of the default choice. Additionally we weight the cos q⇤

distribution of MiNLO Z+j MC sample to match A0(pT) distribution in each bin to the corre-
sponding values of the baseline MC simulation. The change in the resulting sin2 q

lept
eff is also

negligible.

8 PDF uncertainties

The observed AFB values depend on the size of the dilution effect, as well as on the relative con-
tributions from u and d valence quarks to the total dilepton production cross section. There-
fore, the PDF uncertainties translate into sizable variations in the observed AFB values. How-
ever, changes in PDFs affect the AFB(M``, Y``) distribution in a different way from changes in
sin2 q

lept
eff .

Changes in PDFs result in changes in AFB’s in regions where the absolute values of AFB is
large, i.e. at high and low dilepton masses. On the contrary, the effect of changes in sin2 q

lept
eff

are largest near the Z-peak and are significantly smaller at high and low masses. Because of
this behavior, which is illustrated in Fig. 5, we apply the Bayesian c2 reweighting method to
constrain the PDF uncertainties [32–34] and reduce the PDF errors in the extracted value of
sin2 q

lept
eff .

Following variations are considered to estimate template modeling uncertainties:#
- raw vs weighted (to data) boson pt distribution  #
- QCD μR/F scales varied by factor of 2 independently excluding two opposite variations#
- POWHEG MiNLO Z+j vs NLO Z process#
- UE tune parameters within their uncertainties#
- u and d quark sin2θeff values are changed w.r.t. leptonic ones by 0.0001 and 0.0002



- Observed AFB is very sensitive to PDFs (size of dilution, ratio of u and d to total)#
- Large in low and high masses, small near the peak ( + specific dependence on y )#
!
!
!
!
!
!
!
!
!
!
!
!
!
!
- Perform sin2θeff fit for each PDF replica  

(by default we use NNPDF3.0)#
- Weight each replica (i) by  wi(χ2min)!
      A. Bodek et al Euro. Phy. J. C76:115 (2016)
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Table 3: Theory systematic uncertainties in the dimuon (left) and dielectron (right) channels.
Detailed descriptions of each systematics are given in the text. The PYTHIA 8 vs PYTHIA 6
variation in the electron channel is assumed to be the same as in the muon channel.

model variation Muons Electrons
Dilepton pT 0.00003 0.00003
QCD µR/F scale 0.00013 0.00012
Generator QCD order (MiNLO “Z+j” vs NLO “Z”) 0.00013 0.00013
Showering model, UE tune, and FSR (PYTHIA 8 vs 6) 0.00019 0.00019
FSR model (PHOTOS vs PYTHIA) 0.00005 0.00011
Total 0.00027 0.00028

simulation, (3) the pT-dependent A0 as predicted by the MiNLO “Z+jet” POWHEG generator,338

(4) and finally A0 is set to 0. In all these cases the same definition is used for both the data339

and simulation, and the extracted sin2 q
lept
eff is the same within ±0.00002 of the default choice.340

Additionally we weight the cos q⇤ distribution of MiNLO Z+j MC sample to match A0(pT) dis-341

tribution in each bin to the corresponding values of the baseline MC simulation. The change in342

the resulting sin2 q
lept
eff is also negligible (0.00000).343

8 PDF uncertainties344

The observed AFB values depend on the size of the dilution effect, as well as on the relative con-345

tribution from u and d valence quarks to the total dilepton production cross section. Therefore,346

the PDF uncertainties translate into sizable variations in the observed AFB values. However,347

changes in PDFs affect the AFB(mll , yll) distribution in a different way from changes in sin2 q
lept
eff .348

Changes in PDFs result in changes in AFB’s in regions where the absolute values of AFB is349

large, i.e. at high and low dilepton masses. On the contrary, the effect of changes in sin2 q
lept
eff350

are largest near the Z-peak and are significantly smaller at high and low masses. Because of351

this behavior, which is illustrated in Fig. 8, we apply the Bayesian c2 reweighting method to352

constrain the PDF uncertainties [27–29] and reduce the PDF errors in the extracted value of353

sin2 q
lept
eff .354

As a baseline, we use the NLO NNPDF3.0 set. In the Bayesian c2 reweighting method, PDF
replicas that better describe the observed AFB distribution are assigned larger weights, and PDF
replicas that poorly describe the AFB are assigned small weights. Each weight factor is based
on the best-fit c2-value obtained with a given PDF replica i used in the templates:

wi =
e�

c2
min
2

1
N ÂN

i=1 e�
c2

min
2

, (12)

where N is the number of replicas in a PDF set. The final result is then calculated as a weighted355

average over the PDF replicas: sin2 q
lept
eff = ÂN

i=1 wisi/N, where si is the best-fit sin2 q
lept
eff value356

obtained for i-th PDF replica.357

Fig. 9 shows the distribution of the c2
min vs best-fit sin2 q

lept
eff value for the 100 NNPDF3.0 repli-

cas for the ee, µµ samples and combined ee+µµ samples. In these plots, all sources of the
statistical uncertainties, including muon momentum calibration, efficiencies, and MC smooth-
ing weights, as well as the experimental systematic uncertainties are included into the 72 ⇥ 72
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— replicas that poorly describe 
data (with corresponding best-fit 
sin2θeff) get smaller weights 

—  extreme replicas from both 
sides are disfavored by both 
dimuon and dielectron data
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Nominal PDF Errors

Constrained PDF Errors

- Good consistency between electron and muon results#
- PDF uncertainties reduced by about factor of two 
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- From Hessian PDFs first 
generate 1000 replicas:  
 
 
!

- then apply same PDF 
reweighting#
!
!
- also did simultaneous fit 

directly using Hessian PDFs#
- also cross-checked with 

Hessian NNPDFs 
!

=> both central values and 
uncertainties are ~identical to 
those obtained with replicas

16 8 PDF uncertainties

values are also listed in Table 4. After Bayesian c2 reweighting, the PDF uncertainties are re-
duced by about a factor of 2. It should be noted that the Bayesian c2 reweighting technique
works well if the PDF replicas span the optimal value on both sides. Additionally, the effective
number of replicas after c2 reweighting, neff = N2/ ÂN

i=1 w2
i , should also be large enough to

give reasonable estimate of the average and the standard deviation. The number of effective
replicas after the c2 reweighting is neff = 41. As a cross check we also perform the analysis with
the corresponding 1000-replica NNPDF set in the dimuon channel and find good consistency
between the two results.

Table 4: Central value and PDF uncertainty of the measured sin2 q
lept
eff in the muon and elec-

tron channels and their combination with and without constraining PDFs using Bayesian c2

reweighting.

Channel without constraining PDFs with constraining PDFs
Muon 0.23125 ± 0.00054 0.23125 ± 0.00032
Electron 0.23054 ± 0.00064 0.23056 ± 0.00045
Combined 0.23102 ± 0.00057 0.23101 ± 0.00030

We have also studied PDF sets represented by Hessian eigenvectors: CT10, CT14 and MMHT.
This analysis is performed in the dimuon channel. First, we generate the replica predictions (i)
for each observable O from the Hessian eigensets (k):

Oi = O0 +
1
2

n

Â
k=0

(O2k+1 � O2k+2)Rik, (14)

where n is the number of PDF eigenvector axes, and Rik’s are random numbers sampled from
the normal distribution with the mean of 0 and s of unity. Then, the same technique is applied
as for the NNPDF set. The results of the fits with different PDFs and the effects of Bayesian c2

reweighting are summarized in Fig. 8. After Bayesian c2 reweighting the central predictions
from all PDF sets are closer to each other and the corresponding uncertainties are significantly
reduced.

lept
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 (8 TeV)-118.8 fbCMS Preliminary

lept
effθ2sin

0.229 0.23 0.231 0.232
NNPDF(100)
CT14

MMHT

NNPDF(1000)
CT10

 (8 TeV)-118.8 fbCMS Preliminary

Figure 8: Extracted values of sin2 q
lept
eff from the dimuon data for different PDF sets with nominal

(left) and c2 reweighted (right) PDF replicas. The error bars include the statistical, experimental
and the PDF uncertainties.

Finally, we also check how the statistical and PDF uncertainties change when using different
mass windows. Particularly, we use the central five bins corresponding to the dimuon mass
range of 84 GeV < Mµµ < 95 GeV to extract sin2 q

lept
eff , and use the first three ( 60 GeV <

Mµµ < 84 GeV ) and the last four ( 95 GeV < Mµµ < 120 GeV ) dimuon mass bins to constrain
the PDFs. We find that the statistical uncertainty increases by only about 10% and the PDF
uncertainty increases by only about 6% with respect to the uncertainties obtained when using
the full mass range simultaneously to extract the sin2 q

lept
eff and constrain the PDFs. The test

thereby confirms that the PDF uncertainties are mostly constrained by the high and low mass
bins.

- PDF uncertainties reduce #
- Spread of central values reduce

study done with muons 
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9 Summary

We extract sin2 q
lept
eff from the measurements of the mass and rapidity dependence of AFB in

Drell-Yan ee and µµ events. With larger datasets and new analysis techniques, including pre-
cise lepton momentum calibration, angular event weighting, and additional PDF constraints,
the statistical and systematic uncertainties are significantly reduced compared to our previous
measurement. The combined result from the dielectron and dimuon channels is:

sin2 q
lept
eff = 0.23101 ± 0.00036(stat)± 0.00018(syst)± 0.00016(theory)± 0.00030(pdf) (15)

sin2 q
lept
eff = 0.23101 ± 0.00052. (16)
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Figure 9: Comparison of the measured sin2 q
lept
eff in the muon and electron channels and their

combination with the previous LEP, SLC, Tevatron and LHC measurements. The shaded band
corresponds to the combination of the LEP and SLC measurements.

Comparison of the extracted sin2 q
lept
eff with the previous results from the LEP, SLC, Tevatron

and LHC is shown in Figure 9. The results are consistent with the most precise LEP and SLD
measurements.

- Statistical uncertainties still 
dominate  

- PDF uncertainties constrained 
significantly using same AFB 
distributions 

- Experimental uncertainties 
are small (MC statistical 
uncertainties will be reduced 
for more precise data )  

- Modeling uncertainties, 
dominated by QCD scale 
variations, are  small 
compared to current  
statistical errors



- at 13 TeV less valence quarks contribute (means less observable AFB in pp) 
- > larger statistical and PDF errors (if we had same # of events) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

- But we will have a lot more data 
- With Run2 data, statistical uncertainty will be about half, PDF errors also reduced 
- With HL-LHC data, statistical uncertainty will be negligible, PDF errors  

can be constrained to improve current knowledge of sineff

What to expect from Run2 (and beyond) 16
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- standalone powheg with “built-in” pythia/photos interface  

!
!
!
!
!
!
!
!
!
!
!
!

 

- possibly I have some mis-configuration for matching (?)#
- how can we disentangle electroweak effects from possible effects of imperfect matching?#
- need sin2θeff EW input scheme to quantify the effect

POWHEG with EW corrections 17
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- Presented results from sin2θeffl measurement at 8 TeV  

- Statistical uncertainties dominate  

- PDF uncertainties constrained significantly using same AFB distributions  

- Experimental uncertainties are small  

- Modeling uncertainties, dominated by QCD scale variations, are  small 
compared to current statistical errors  

- Precision can be improved with more LHC data from run-2 and beyond


