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• Introduction:  
- experimental summary 
- theoretical framework  

• Results: 
- Comparison to ATLAS and CMS data  
- Discussion of Lam-Tung violation  
- (Prospects for LHCb)  

• What insight do results offer for W bosons? 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general statements
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i) Precise Z boson measurements: PDFs, Luminosity,  

ii) Case study for W bosons (both leptons reconstructed for Z)  

iii) QCD production dynamics of Z bosons at non-zero 

Zf̄f

pT,Z
(as encoded by angular coefficients)
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Angular coefficients                    first measured in low-mass Dell-Yan 

* Measurements by Na10/E615 in late 80s (Pion beams on Tungsten) 
* Measurements by NuSea ’06/’08 (pp and pd collisions) 
 

At LHC and TeVatron, measurements performed around Z-boson mass 
 
* CDF measurement - arXiv:1103.5699  
* ATLAS/CMS measurements - arXiv:1606.00689 / arXiv:1504.03512

Measurement of angular coefficients (polarisation) in W production                  
* ATLAS/CMS measurements - arXiv:1203.2165 / arXiv:1104.3829 
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some context
A0, A1, A2

A3, A4(sensitive to               )

(see ref. [27-30] of arXiv:1708.00008)

pT,W > 30/50 GeV

the three-dimensional boson production phase space, defined by the variables m, pT, and y, and the two-
dimensional boson decay phase space, defined by the variables ✓ and �. Accordingly, a prediction of
the kinematic distributions of vector bosons and their decay products can be transformed into another
prediction by applying separate reweighting of the three-dimensional boson production phase-space dis-
tributions, followed by a reweighting of the angular decay distributions.

The reweighting is performed in several steps. First, the inclusive rapidity distribution is reweighted
according to the NNLO QCD predictions evaluated with DYNNLO. Then, at a given rapidity, the vector-
boson transverse-momentum shape is reweighted to the Pythia 8 prediction with the AZ tune. This pro-
cedure provides the transverse-momentum distribution of vector bosons predicted by Pythia 8, preserving
the rapidity distribution at NNLO. Finally, at given rapidity and transverse momentum, the angular vari-
ables are reweighted according to:

w =
1 + cos2 ✓ +

P
i A0i(pT, y) Pi(cos ✓, �)

1 + cos2 ✓ +
P

i Ai(pT, y) Pi(cos ✓, �)
,

where A0i are the angular coe�cients evaluated at O(↵2
s ), and Ai are the angular coe�cients of the

Powheg+Pythia 8 samples. This reweighting procedure neglects the small dependence of the two-
dimensional (pT,y) distribution and of the angular coe�cients on the final state invariant mass. The
procedure is used to include the corrections described in Sections 6.2 and 6.3, as well as to estimate the
impact of the QCD modelling uncertainties described in Section 6.5.

The validity of the reweighting procedure is tested at particle level by generating independent W-boson
samples using the CT10nnlo and NNPDF3.0 [96] NNLO PDF sets, and the same value of mW . The
relevant kinematic distributions are calculated for both samples and used to reweight the CT10nnlo sample
to the NNPDF3.0 one. The procedure described in Section 2.2 is then used to determine the value of mW
by fitting the NNPDF3.0 sample using templates from the reweighted CT10nnlo sample. The fitted value
agrees with the input value within 1.5±2.0 MeV. The statistical precision of this test is used to assign the
associated systematic uncertainty.

The resulting model is tested by comparing the predicted Z-boson di↵erential cross section as a function
of rapidity, the W-boson di↵erential cross section as a function of lepton pseudorapidity, and the angu-
lar coe�cients in Z-boson events, to the corresponding ATLAS measurements [41, 42]. The comparison
with the measured W and Z cross sections is shown in Figure 3. Satisfactory greement between the meas-
urements and the theoretical predictions is observed. A �2 compatibility test is performed for the three
distributions simultaneously, including the correlations between the uncertainties. The compatibility test
yields a �2/dof value of 45/34. Other NNLO PDF sets such as NNPDF3.0, CT14 [97], MMHT2014 [98],
and ABM12 [99] are in worse agreement with these distributions. Based on the quantitative comparisons
performed in Ref. [41], only CT10nnlo, CT14 and MMHT2014 are considered further. The better agree-
ment obtained with CT10nnlo can be ascribed to the weaker suppression of the strange quark density
compared to the u- and d-quark sea densities in this PDF set.

The predictions of the angular coe�cients in Z-boson events are compared to the ATLAS measurement atp
s = 8 TeV [42]. Good greement between the measurements and DYNNLO is observed for the relevant

coe�cients, except for A2, where the measurement is significantly below the prediction. As an example,
Figure 4 shows the comparison for A0 and A2 as a function of pZ

T. For A2, an additional source of
uncertainty in the theoretical prediction is considered to account for the observed disagreement with data,
as discussed in Section 6.5.3.
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Enters         extraction through a 
weighting of angular variables

mW

(i.e. NLO+PS vs. FO)



practically: run pp > ll+X, perform projection in Collins-Soper frame  
                  fill histograms (w.r.t.                  ) weighted by 

reality: integrating highly oscillating functions… 
 
solutions: clever reweighting of P.S. + many integrand evaluations..
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predictions for angular coefficients

for the non-vanishing diagonal components of the hadronic tensor. We observe that the

Lam–Tung relation is equivalent to A
0

� A
2

= 0. Note that the result of Eq. (2.11) is not

frame independent but only holds if both the z- and x-axis in the lepton-pair rest frame lie

in the hadronic event plane. This condition enters in the step where the form factors H
i

are

expressed in terms of the diagonal H
ij

components using Eq. (2.12) and can be understood

by inspecting the covariant formulation of Eq. (2.2) in the lepton-pair rest frame: The only

form factors that contribute to the trace of the hadronic tensor on the r.h.s. of Eq. (2.2)

are H
1,...,4

. The tensor structures multiplying H
2,3,4

only involve momenta lying inside the

hadronic plane and it is solely the tensor g̃
µ⌫

multiplying the form factor H
1

which has a

non-vanishing component orthogonal to it. The Lam–Tung relation therefore distinguishes

the direction perpendicular to the hadronic plane and can be interpreted as a statement

about the current–current correlation of the hadronic tensor in this direction.6

Making use of the completeness of the spherical harmonics, the angular coe�cients

appearing in the decomposition provided in Eq. (2.5) can be extracted through the pro-

jectors

A
0

= 4� 10
⌦
cos2 ✓

↵
, A

1

= 5 hsin(2✓) cos�i , A
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= 10
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sin2 ✓ cos(2�)

↵
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5

= 5
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sin2 ✓ sin(2�)

↵
,

A
6

= 5 hsin(2✓) sin�i , A
7

= 4 hsin ✓ sin�i , (2.13)

where h. . .i denotes taking the (normalised) weighted average over the angular variables ✓,

� and is defined as

hf(✓,�)i ⌘
R
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R
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d� d�(✓,�) f(✓,�)
R
1

�1

d cos ✓
R
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d� d�(✓,�)
. (2.14)

The dominant angular coe�cients are A
0,...,4

, while A
5,6,7

vanish at O(↵
s

) and only

receive small O�
↵2

s

�
corrections from the absorptive parts of the one-loop amplitudes in

Z+ jet production. We therefore will not discuss the coe�cients A
5,6,7

in the following. In

the case of pure �⇤ exchange, the relevant coe�cients are the parity-conserving coe�cients

A
0,1,2

. A
3

and A
4

, on the other hand, are odd under parity and proportional to the product

of vector- and axial-vector-couplings of the gauge boson to the fermions. As such, they

are sensitive to the relative rate of incoming down- and up-type quark fluxes as well as

the weak mixing angle s
w

. All the coe�cients A
i

vanish in the limit p
T,Z

! 0 with the

exception of A
4

, which is finite in this limit and directly related to the forward–backward

asymmetry.

One of the goals of this work is to assess the compatibility of the observed extent of

Lam–Tung violation with that expected in predictions based on pQCD. This can be done

by directly studying the p
T,Z

distribution for the di↵erence of the angular coe�cients A
0

and A
2

. Here, we propose a new observable

�LT ⌘ 1� A
2

A
0

, (2.15)

6For hypothetical spin-0 partons, the current correlator would be completely confined within the hadronic

event plane, which then yields for Eq. (2.2): H1 = 0.

– 7 –

projection via spherical polynomials to obtain angular coefficients
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study the region: 
accuracy:              NNLO (from Z+jet @ NNLO) 
input scheme:            -scheme 
PDF set:                PDF4LHC NNLO asmz0118 
scale:

pT,Z > 10 GeV

Gµ

µ0 =
q

m2
`` + p2T,``

scale variation (arbitrary stuff)

numerical set-up (boring stuff)

If you correlate numerator and denominator, `artificial’ cancellation

1/2 < µF /µR < 2

No        dependence at all at LOµR

We independently vary in numerator/denominator, such that

1/2 < µi
a/µ

j
b < 2

i, j = num. or den.
a,b = fac. or ren.

31-point scale variation
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•  Common$infrastructure$for$the$implementa)on$of$NNLO$
correc)ons$using$antenna$subtrac)on$for$:$$

•  +$….$
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NNLOJET$

Aude$Gehrmann8De$Ridder$$$Par)cle$Physics$Colloquium,$Karlsruhe,$07.07.2016$

NNLOJET

_ ___ ____ ____ ____________
/ |/ / |/ / / / __ \__ / / __/_ __/
/ / / /__/ /_/ / // / _/ / /
/_/|_/_/|_/____/\____/\___/___/ /_/

X. Chen, J. Cruz-Martinez, J. Currie, A. Gehrmann–De Ridder, T. Gehrmann,
E.W.N. Glover, AH, M. Jaquier, T. Morgan, J. Niehues, J. Pires

Common code base for NNLO corrections using Antenna Subtraction
I pp ! Z/�⇤ ! `+`� + 0, 1 jets
I pp ! H ! �� + 0, 1, 2 jets
I pp ! dijets
I ep ! 2 jets (talk by J. Niehues)
I . . .

I Fully differential parton-level event generator
I Work in progress: Interface to APPLgrid, fastNLO

6/23

pp ! dijets

pp ! H !! �� + 0, 1, 2 jets

pp ! Z/�⇤ ! l+l� + 0, 1 jets

ep ! 2(+1) jets

X. Chen, J. Cruz-Martinez, J. Currie, RG, A. Gehrmann-De Ridder, T. Gehrmann, 
E.W.N. Glover, A. Huss, I. Maier, T. Morgan, J. Niehues, J. Pires, D. Walker 

[CERN, IPPP Durham, MPI Munich, Zurich (ETH and UZH)]

Processes:

pp ! V ! ll̄ + 0, 1 jets

pp ! H + 0, 1, 2 jets

pp ! dijets

ep ! 1, 2 jets

eē ! 3 jets

...

Common framework for NNLO corrections

• parton level Monte Carlo generator 

• basis: Antenna Subtraction formalism 
 

• In progress: APPLfast-NNLO interface  
 

• Z+jet at NNLO QCD  

Gehrmann(-De Ridder), Glover - arXiv:0505111

PDF fitting with full NNLO calculations

Gehrmann-De Ridder et al. - arXiv:1507.02850
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predictions vs. data
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predictions vs. data
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predictions vs. data

 (Collins-Soper frame)
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predictions vs. data (CMS)
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predictions vs. data (CMS)
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1) Uncorrelated scale uncertainties more conservative  
 
* Leads to similar uncertainties @ NNLO as correlated  

2) Shapes of                    distributions altered @ NNLO 
 
* Leads to better description of ATLAS/CMS data  
 

3) Shapes of              distributions not altered @ NNLO  
 
* To accuracy of data, central NLO prediction adequate  
**PDF and EW effects to be considered if data improves

intermediate conclusions

A0, A1, A2

A3, A4
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encore: assessing Lam-Tung violation
In Collins-Soper reference frame, a relation (in FO) between            :  

 

Shown by Lam, Tung for DY(’78,’79,’80), known as Lam-Tung relation 

A0, A2

A0 = A2, valid to O(↵s)

�LT = 1� A2

A0

However, in FO this relation is broken at             , by real and virtualO(↵2
s)

 (dependence on unpol. sigma cancels)

Can quantify agreement with data with chi-squared test to

Section 2, the extent of the breaking of the Lam–Tung relation can be assessed by measuring

the p
T,Z

distribution for the di↵erence of the angular coe�cients A
0

and A
2

, or equivalently

through the normalised observable �LT. The latter has the benefit of better exposing the

violation of the Lam–Tung relation in the lower p
T,Z

range, where the angular coe�cients

A
0

and A
2

are individually relatively small. In the following, we discuss the corrections to

(A
0

�A
2

) and quantify the consistency of the data and the predictions by performing a �2

test. We then present results for �LT and perform a comparison to data, where the data

points for the latter are obtained by re-expressing �LT in terms of the measured angular

coe�cients.

Before comparing to data, it is important to comment on the expected accuracy of our

theoretical predictions for these two observables. As for the individual angular coe�cients,

our theoretical predictions for (A
0

�A
2

) are obtained from the computation of the produc-

tion process for Z + jet at O(↵3

s

). While the O(↵3

s

) contributions comprise genuine NNLO

corrections to the individual A
i

coe�cients as demonstrated throughout this section, the

prediction degrades to an NLO-accurate description for the di↵erence (A
0

�A
2

) and �LT.8

For consistency with the rest of the paper, we will continue to refer to the corrections of

order O(↵3

s

) as “NNLO corrections” and similarly label the figures in this section as NNLO

predictions.

Figure 8 shows the p
T,Z

distribution for (A
0

� A
2

), where the ATLAS data is rep-

resented by black points, and is compared to LO (blue), NLO (green), and NNLO (red)

theoretical predictions. [ The NNLO corrections are observed to be large and

positive, amounting to +40% at moderate p
T,Z

values, and provide an improved

description of the ATLAS data. It is worth noting that while a reduction of

the absolute scale uncertainties is already observed at NNLO with respect to

NLO, the relative uncertainty is in fact reduced by almost a factor of two across

the shown p
T,Z

range. ] This is a reflection of the fact that the computation of the

Z + jet-production process at O(↵3

s

) at finite p
T,Z

used to predict the di↵erence (A
0

�A
2

)

is only NLO accurate and therefore yields corrections and remaining scale uncertainties

which are typical for NLO e↵ects. In Fig. 8, we have also chosen to include the regularised

ATLAS data (indicated by the grey fill). As discussed towards the start of this section,

large bin-to-bin correlations are introduced in the regularisation procedure of the ATLAS

data (see for example Fig. 24 of Ref. [33]). We believe that this demonstrates how a visual

comparison of the theory prediction with respect to the regularised data (in this case at

least) can lead one to overestimate the disagreement between theory and data.

As an alternative to a visual comparison, the quality of the theoretical description of

the data can again be quantified by performing a �2 test according to

�2 =
NdataX

i,j

(Oi

exp

�Oi

th.

)��1

ij

(Oj

exp

�Oj

th.

), (3.2)

where Oi

exp

and Oi

th.

are respectively the central value of the experimental and theor-

etical predictions for data point i, and ��1

ij

is the inverse covariance matrix. In this

8In the sense that the first non-trivial prediction for these observables begins at O(↵2
s ).

– 16 –

A0 �A2

A0 �A2 6= 0



19

encore: assessing Lam-Tung violation
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same binning choice as the data. The results are

NLO (ATLAS): �2/N
data

= 185.8/38 = 4.89 ,

NNLO (ATLAS): �2/N
data

= 68.3/38 = 1.80 .

This test indeed demonstrates that the NLO predictions give a poor description of the data

in the considered p
T,Z

range, a point that was also highlighted in the experimental ana-

lysis [33]. This tension is largely reduced with the inclusion of the NNLO corrections, and

from closer inspection of Fig. 3, can be mainly attributed to the large negative corrections

to the A
2

distribution.

The corresponding p
T,Z

distributions for the CMS measurement are shown in Fig. 9 for

the rapidity bins |y
Z

| 2 [0.0, 1.0] (left) and |y
Z

| 2 [1.0, 2.1] (right). The NNLO corrections

to (A
0

� A
2

) exhibit a similar behaviour for the CMS kinematic selections, and again

improve the description of data. This agreement can also be quantified by performing a

�2 test, where in this case the test is performed directly on the (A
0

� A
2

) distribution as

no covariance matrix for these A
i

coe�cients is publicly available. In total 14 data points

are considered, corresponding to seven p
T,Z

bins for each rapidity selection. The results,

assuming uncorrelated bins, are

NLO (CMS): �2/N
data

= 24.5/14 = 1.75 ,

NNLO (CMS): �2/N
data

= 14.2/14 = 1.01 .

Similar to the findings for the ATLAS data, the description of the CMS data is substantially

improved at NNLO.

As discussed previously, it is also informative to express the data in terms of the new

obserable �LT as defined in Eq. (2.15). This comparison is performed in Figs. 10 and 11 for

the ATLAS and CMS measurements, respectively, where the data has been re-expressed in

terms of this quantity.9 It is found that the extent of the Lam–Tung violation observed in

data is consistently described by the NNLO predictions. While there is some tendency for

the data to prefer a stronger Lam–Tung violation for p
T,Z

> 40 GeV, more precise data is

required to confirm this behaviour.

4 Conclusions and outlook

Using our calculation of the Z+ jet process at NNLO [36], we have computed the p
T,Z

dis-

tributions for the angular coe�cients in Z-boson production to O(↵3

s

). We have focussed

on the phenomenologically most relevant angular coe�cients A
i=0,...,4

for pp collisions atp
s = 8 TeV and have compared them with available LHC data. [ The NNLO correc-

tions are observed to have an important impact on the predicted distributions

for A
0

, A
1

, and A
2

, resulting in a substantial reduction of the uncertainty of the

predictions, as well as altering the shapes of these distributions. Of particular

note is that the corrections to the A
2

distribution are both large and negative

9 We omit the lower panels with the K-factors in these figures, as they are almost identical to the case

of (A0 �A2) shown in Figs. 8 and 9 due to the small corrections to the A0 coe�cient.
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•Have provided NNLO corrections to ang. distr. for  
* Important impact for                   distributions  
* Central NLO prediction for             accurate  

•NNLO more accurate (and consistent with available data) 

•NNLO corrections largest to              - not probed in W measurement 

•Uncorrelating scales in extraction of Angular coefficients 
-> Introduces sensitivity to normalisation of unpolarised cross-section  
-> Also accounting for this in reweighting of dsigma/dpt/dy? 

•Propagation of uncertainties from ‘regularised’ Z boson data?

conclusions/discussion points

A0, A1, A2
A3, A4

pT,Z > 10 GeV

A1, A2
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Back-up slides
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Input parameters for Ang.Coeff.

PDFs: PDF4LHC NNLO Hessian 30 member set 
Choice of electroweak input parameters:{Mos

Z

, Mos

W

, Gµ

F

}

In this scheme         is a derived parameter:sos,2
w

sos,2
w

= 1� Mos,2
W

Mos,2
Z

⇡ 0.223

Problem for observables proportional to vector coupling (A3,A4)

/ 2

3
gup
V

+
1

3
gdo
V

Cross section for these contributions is

⇡ 0.031C
⇥
s2w = 0.230

⇤

⇡ 0.043C
⇥
s2w = 0.223

⇤

Include the leading one- and two-loop universal corrections 
relating MW-MZ, allows for matching to EW corrections
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Input parameters for Ang.Coeff.
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ATLAS, ‘unregularised’ A.C.
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Figure 28: For the eeCC+µµCC channel in the yZ-integrated configuration, overlays of regularised with unregularised
results are shown for A0 � A2.

57
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inclusive      spectrum
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Scale variation:  
Input PDFs:  
EW scheme:

pZT

NNPDF3.0 NNLO ↵s(mZ) = 0.118, mem. 0

µ0 = EZ
T , 1/2 < µF /µR < 2

↵�GF scheme
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PDFs and precision physics at the LHC Run II

Compare recent PDF fits with fiducial W,Z cross-sections at 
13 TeV from ATLAS!

Theory calculations with FEWZ and Horace: NNLO QCD + 
NLO EW. The latter improves agreement with data!

Qualitative agreement between theory and data for most 
cases - now looking forward to differential measurements!

• NNPDF3.0     NNPDF3.1, fit non-perturbative charm  

• NNPDF3.0     NNPDF3.1,           = 1.275     1.51 GeV      

J. Rojo - LHCP Conference

minp.
c

minp.
c = 1.275 GeV

minp.
c = 1.3 GeV

minp.
c = 1.4 GeV

!

!!
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LHCb prospects
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CMS A3, A4
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Figure 12. The pT,Z distribution for the angular coe�cients A3 (left) and A4 (right) in in pp
collisions at

p
s = 8 TeV, where kinematic cuts of |yZ| 2 [0.0, 1.0] (upper) and |yZ| 2 [1.0, 2.1] have

been applied. The CMS data (black points) are compared to the LO (blue fill), NLO (green fill),
and NNLO (red fill) theoretical predictions.
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