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Outline

General points on background estimation

1 Bump hunt
2 ABCD, alpha and alphabet methods
3 Control regions and transfer functions
4 Template method
5 Parametrized extrapolation
6 Matrix element method (tight/loose ratio)

Summary
see talk by Pawel Klimek, Thursday 17.15h

see talk by Matthias Sampert, Thursday 17.40h
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The CMS and ATLAS detectors

Excellent performance on lepton identification
Fine granularity and accurate single-particle reconstruction
Very good jet energy resolution
Hermetic coverage for reliable reconstruction of Emiss

T

Paolo Gunnellini QCD@LHC 2018 Hamburg University 3



Understanding detector and predictions

æ Detector performance and
measured observables generally

well understood
æ Tremendous progress in

Monte Carlo predictions
ATLAS-JETM-2016-008

Standard Model processes are backgrounds for searches and need to be
carefully evaluated in the extreme regions of the phase space where we

look for New Physics

æ Too large number of events to be simulated
æ Corners of phase space might be suboptimally predicted by available MC

æ Theory uncertainties become large when parton shower e�ects are relevant
DATA-DRIVEN BACKGROUND ESTIMATION METHODS
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Which method to use?

Definition of control and validation regions
æ Determination of background normalization

æ Determination of background shape

æ Transfer function used for background evaluation in signal region

METHOD DEPENDS ON STUDIED SIGNAL
Resonance-like signal

1 Bump hunt methods
2 Factorization cuts (ABCD / Alpha/ Alphabet methods)

Contribution on tail of distributions
1 Factorization cuts (ABCD / Alpha/ Alphabet methods)
2 Parametrized extrapolation
3 Template methods
4 ... Matrix method, smearing (replacement) method

Selection is also crucial for increasing sensitivity to signal
(trigger, jet substructure, specific taggers..)
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Tagging boosted heavy objects against QCD

Large variety of techniques to discriminate the di�erent
substructure configurations

large-cone jets (anti-kT algorithm with R = 0.8, 1.0)
removing soft radiation (pruning, grooming, soft-drop...)
looking at the prongness of the fat jet (· , ECF variables..)
looking at the constituents (”deep” taggers)
BUT.. residual contribution from QCD is unavoidable

See talk Thursday morning by E. Ferreira De Lima and S. Marzani
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Methods for background
estimation in searches for

resonances decaying into heavy
bosons or quark pairs
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Bump hunt method

Fit measured distribution of a certain variable (e.g. dijet mass) and
investigate the presence of a peak above the QCD background

Search for massive resonances
decaying into VV or qV

One or two V-tagged (substructure-based)
jets selected in the central region

No control region used æ Dijet invariant
mass fit with background and signal shapes

Uncertainties coming from di�erent
parametrizations of the background fit

function

(CMS) PRD 97 (2018) 072006
(ATLAS) Phys. Lett. B 777 (2017) 91
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Bump hunt method

Fit measured distribution of a certain variable (e.g. dijet mass) and
investigate the presence of a peak above the QCD background
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Signal parametrized by a crystal ball function for various mass points
Fisher F-test drives the choice of the parametrization (CMS) PRD 97 (2018) 072006

Paolo Gunnellini QCD@LHC 2018 Hamburg University 9



Bump hunt method

Fit measured distribution of a certain variable (e.g. dijet mass) and
investigate the presence of a peak above the QCD background

PROS:
A completely data-driven method
Easy to setup!
Suitable for background falling spectrum and peaked signal
It gives a clear and convincing proof of a discovery (presence of
heavy resonance)

CONS:
Choice of fitted function and number of parameters is arbitrary
Hard to parametrize turn-on in mass spectrum
Not very robust at the end of the spectrum
Very large width resonances may be absorbed in the fit
Possible spurious signal contamination
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Factorization cuts: ABCD method

By considering two uncorrelated variables, one splits a 2D phase space, in
order to obtain a signal-like and a background-like region

If signal region is A:

NA = NB
NC

ND

Assumptions:
Signal contribution is negligible in regions B, C, D
X variable has no impact on studied background
X and Y should be uncorrelated

PROS: easy to setup + completely data-driven (which can be validated in MC)

CONS: di�cult to test the lack of correlation between the two variables +
needed extrapolation, which might be di�cult to control
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Bump hunt method tested on ABCD
≥ 80 fb≠1, data recorded in 2015-2016-2017
Two large-R (=1.0) jets with �y < 1.2 and small pT

asymmetry
V-boson tagger based on jet mass and energy

correlation function ratio D2

Fit function used in signal region:
dN

dmjj
= p1(1 ≠ x)p2≠‘p3 x≠p3

ABCD method applied as validation of the assumed
parametric shape

Search for diboson
resonances decaying in
hadronic final states

VAR X = �y, VAR Y = V-tagging

ATLAS-CONF-2018-016
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Factorization cuts: ABCD method

Search for pair-produced
resonances decaying into

quark pairs
VAR X = masym, VAR Y = �÷

CMS-EXO-17-021
Subm. to PRD
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Factorization cuts: alpha method

Definition of control region in order to estimate the background and evaluation
of a transfer function (– ratio) to propagate these events to the signal region

Uncertainties driven by the statistical accuracy of the data in the control region

–(x) = xSR

MC

xCR

MC

NSR
bkg(x) = NCR

data · –(x)

ASSUMPTIONS:

Absence of signal in the control region
MC simulation good in describing the measured x variable

PROS: Easy, reliable and powerful (for an appropriate MC simulation)

CONS: Function estimated from MC might have large errors

EXAMPLE: Searches for heavy resonances decaying into VH pairs

CMS-B2G-17-004 ATLAS-CERN-EP-2017-111
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Factorization cuts: alpha method

Definition of control region in order to estimate the background and evaluation
of a transfer function (– ratio) to propagate these events to the signal region

Selection of two leptons from Z
decay and one large-cone jet with 1
b-tagged subjet (Higgs candidate)

Main background consists of
DY+jets processes
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Factorization cuts: alpha method

Search for heavy resonances decaying into VH (æ qqbb)

Two large-R (1.0) jets at high pT

(one V-tagged, one H-tagged)

Definition of a ”0 b-tag” control region for multijet
background estimation in 1-tag and 2-tag signal regions

Background estimation
improved by fits

in the high-mass tail
PLB 774 (2017) 494
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Factorization cuts: alphabet method

Use of multiple sidebands according to two variables, which
encapsulate the signal region

Uncertainties coming from
statistical uncertainty of the

control regions

PROS:
It interpolates, instead of
extrapolates (more robust)
If enough statistics in
control regions æ reliable
method also for regions
with low statistics (tails)
no assumption on shape
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Factorization cuts: alphabet method
Search for Higgs boson pairs

in four b-jet final states
Semi-resolved selection:
2 small-cone b-tag. jets

1 large-cone double b-tag. jet
Dominant background:
QCD multijet processes
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CMS-B2G-17-019 - Subm. to JHEP
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Methods for background
estimation in searches for

signals in tails of distributions
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Normalization to control regions

Definition of control regions for estimation of background normalization

Search for new phenomena in events with one
high-pT jet and large missing transverse energy

Main background processes are W+jets,
Z(æ ‹‹)+jets, tt̄ final states

ATLAS - JHEP 01 (2018) 126
CMS - PRD 97 (2018) 092005

Definition of various control regions:
æ One for each background process

æ Using similar cuts as the signal region
æ Simultaneous fit of background normalizations

æ Shape taken from simulation

Correction factors: W/Z+jets(NLO): 1.27 tt̄ (NLO): 1.31
Paolo Gunnellini QCD@LHC 2018 Hamburg University 20



Normalization to control regions

Definition of control regions for estimation of background normalization

Simultaneous fit of Emiss
T

in control regions

Extrapolation to signal region
shows agreement with data

JHEP 01 (2018) 126
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Factorization cuts: parametrized extrapolation

Search for new phenomena in
multijet final states + lepton

æ Main background from
W/Z+jets and tt̄ processes

ATLAS (JHEP (2017) 88)
CMS (JHEP 05 (2018) 088)

Background normalization based on extrapolation from a lower jet multiplicity
æ ”staircase-scaling” assumption
æ b-tag multiplicity distributions modelled by simulation

N5 measured from data c0, c1 measured from data
Uncertainties from statistical accuracy and modelling of b-tag multiplicity distribution
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Factorization cuts: parametrized extrapolation

Search for new phenomena in
multijet final states + lepton

ATLAS (JHEP (2017) 88)

Example: estimation of W/Z+jet
background

Stair-case scaling
confirmed by data

Background extrapolation
gives very good

compatibility with data
in signal region

Similar procedure
for tt̄ background

estimation
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Template method
æ Definition of a signal-depleted control region

æ Determination of the background shape in this region
æ Propagation of the shape in the signal region

Search for SUSY particles in
multijet final states

æ Main background
from QCD multijet processes

ATLAS (CERN-EP-2017-298) - Subm. to PLB

æ Selection based on observables from large-radius jets (R = 1.0)
æ Signal extraction from M⌃

J
=

q
j=1..4 mj

jet

Single-jet templates as a function of jet pT , ÷ and b-quark content
æ assuming absence of correlation among jets

æ Uncertainties estimated through uncertainty determination regions
(di�erence between predictions and observations)

æ Four validation regions and five overlapping signal regions
Paolo Gunnellini QCD@LHC 2018 Hamburg University 24



Template method
Search for SUSY particles in

multijet final states

Control region requiring
exactly three high-pT jets

ATLAS (CERN-EP-2017-298) - Subm. to PLB

æ Selection based on observables from large-radius jets (R = 1.0)
æ Signal extraction from M⌃

J
=

q
j=1..4 mj

jet

Templates are used
for extracting M⌃

J

and normalized to
the region between

0.2 and 0.6 TeV
æ looking for

discrepancies at
large M⌃

J
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Matrix method (tight/loose ratio)

Data-driven estimation of fake lepton identification from QCD multijet events

æ Definition of a lepton ”tight-selection” and a ”loose-selection” sample
in QCD-enriched control regions

N loose = N loose

real
+ N loose

fake
Ntight = ‘real · N loose

real
+ ‘fake · N loose

fake

Ntight

fake
=

‘fake

‘real ≠ ‘fake

(N loose‘real ≠ Ntight)

Challenge: determination of ‘real and ‘fake

‘fake : percentage of jets, selected with the loose lepton selection
passing the tight selection

‘real : percentage of loose leptons
passing the tight selection

Search for gluinos with an isolated lepton, jets and E
miss
T

- ATLAS - EPJC 76 (2016) 565
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Matrix method (tight/loose ratio)

Determination of ‘real : tag-and-probe method
Require a lepton-pair to be within the Z mass window
Tag electron selected with tight selection
Probe electron identified with loose selection

Measurement of the percentage of loose electrons which
pass also the tight selection

Determination of ‘fake : QCD-dominated control regions
with loose selection
æ measurement of percentage of jets that also pass the
tight lepton selection
æ Selection in control region as independent as possible
from the signal selection

PRO: can be used for a general number of final-state leptons
CON: possible overlaps between various backgrounds
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Summary and overview

LHC is delivering a large amount of data, which are being
used for precision measurements and searches for new
physics
A large variety of clever and robust methods to estimate
contributions from Standard Model processes directly from
data is available and well understood
The variety of methods allows cross check and their
combination is useful to reduce systematic
uncertainties/biases
Input from theory more substantial for searches of
non-resonant signals
So far, no deviations from QCD/SM predictions in data
even in remote corners of phase space
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THANKS FOR YOUR ATTENTION

...and thanks to the EXO, SUSY, SMP, B2G conveners of the
ATLAS and CMS collaborations for the help during the

preparation of the slides!

Paolo Gunnellini QCD@LHC 2018 Hamburg University 29



 
QCD background processes in BSM searches: 
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�2

From a theory/pheno perspective finding resonances is very easy…

•Higgs at 125 GeV allowed for very 
clean discovery in γγ & 4l channels   •Bump hunting: little to no 

theoretical input needed. 
�2

Bump hunt method

Fit measured distribution of a certain variable (e.g. dijet mass) and
investigate the presence of a peak above the QCD background
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Fisher F-test drives the choice of the parametrization (CMS) PRD 97 (2018) 072006
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�3

[Grazzini et. al., 2016]

(a) (b)

Figure 3: Higgs transverse-momentum spectrum in the SM (black, solid) compared to separate
variations of the dimension-six operators for (a) 0GeV pT  400GeV and (b) 400GeV pT 
800GeV. The lower frame shows the ratio with respect to the SM prediction. The shaded band in
the ratio indicates the uncertainty due to scale variations. See text for more details.
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Figure 4: Higgs transverse-momentum spectrum in the SM (black, solid) compared to simultaneous
variations of ct and cg for (a) 0GeV pT  400GeV and (b) 400GeV pT  800GeV. The lower
frame shows the ratio with respect to the SM prediction. The shaded band in the ratio indicates
the uncertainty due to scale variations. See text for more details.
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Look for BSM effects in small deviations from 
SM predictions:
 → Higgs processes natural place to look at
 → good control on theory necessary!

Higgs-pT

Missing-ET

•Dark Matter particles produced at the LHC 
leave the detectors unobserved:  
signature missing transverse energy

•large irreducible SM backgrounds
 → good control on theory necessary!

…finding new physics in tails of kinematic distributions in tough!
Higgs Dark Matter

�3

indirect searches direct searches



Theoretical Predictions for the LHC

QCD Bremsstrahlung  
‣ parton shower 
‣ matched to NLO matrix elements 

QED Bremsstrahlung  
‣ parton shower 
‣ matched to NLO matrix elements

Hadronization/fragmentation/decay 
‣ pheno models 

Multi Particle Interactions (MPI) 
‣ pheno model 

Hard (perturbative) scattering process  
‣ N(N)LO QCD + EW 

PDFs 
‣ DGLAP fitting

p1 = x1P1

p2 = x2P2

h2

h1

X

F (Q)

i
j

d� =
X

ij

Z
dx1dx2f

(P1)
1 (x1)f

(P2)
2 (x2)d�̂ij(x1x2s)

Key: QCD factorization:

 4

Short distance non-
perturbative effects (PDFs) 

d� = d�LO + ↵S d�NLO + ↵EW d�NLOEW

+↵2

S d�NNLO + ↵2

EW
d�NNLOEW + ↵S↵EW d�NNLOQCDxEW



  Numerically                             NLO EW ~ NNLO QCD  

Possible large (negative) enhancement due to soft/collinear logs from virtual EW gauge bosons: 
                           
 
 
 
 
 
 

[Ciafaloni, Comelli,’98; 
Lipatov, Fadin, Martin, Melles, '99; 
Kuehen, Penin, Smirnov, ’99;  
Denner, Pozzorini, '00]
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Figure 5: Transverse-momentum distribution for W -boson production at the LHC.
(a) LO distribution for pp→W+j and pp→W−j. (b) Relative NLO (dotted), NLL
(thin solid), NNLL (squares) and NNLO (thick solid) electroweak correction wrt. the
LO distribution for pp→W+j. (c) Relative NLO (dotted), NLL (thin solid), NNLL
(squares) and NNLO (thick solid) electroweak correction wrt. the LO distribution
for pp→W−j.
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Figure 5: Transverse-momentum distribution for W -boson production at the LHC.
(a) LO distribution for pp→W+j and pp→W−j. (b) Relative NLO (dotted), NLL
(thin solid), NNLL (squares) and NNLO (thick solid) electroweak correction wrt. the
LO distribution for pp→W+j. (c) Relative NLO (dotted), NLL (thin solid), NNLL
(squares) and NNLO (thick solid) electroweak correction wrt. the LO distribution
for pp→W−j.
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pp → W++j

[Kühn et. al.; 2007]
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Soft/collinear logarithms from virtual EW bosons [Bauer, Becher, Ciafaloni,

Comelli, Denner, Fadin, Kühn, Lipatov, Manohar Martin, Melles, Penin, S.P., Smirnov, . . . ]
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2

W,Z

) large logarithms of IR type

�,Z, W±

Universality and factorisation [Denner,S.P. ’01]

�M
1�loop

LL+NLL
=

↵

4⇡

nX

k=1

8
<

:
1
2

X

l 6=k

X

a=�,Z,W±

I
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➜ overall large effect in the tails of distributions: pT, minv, HT,… (relevant for BSM searches!) 

Relevance of EW higher-order corrections  in the tails of kinematic distributions

Universality and factorisation: [Denner, Pozzorini; ’01] 
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off-shell vector-boson pair production at NLO QCD+EW
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Effect of EW corrections strongly depends on the observable. 
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Figure 1. Sample of Born diagrams contributing to 2`2⌫ production in the different-flavour case (` 6= `�)
and in the same-flavour case (` = `�). Both double-resonant (a,b) and single-resonant (c) diagrams are
shown.
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Figure 2. Sample of Born diagrams contributing to 2`2⌫ final states only in the case of same lepton flavour
(neutrinos can have flavour `� = ` or `� 6= `). Both double-resonant (a) and single-resonant (b) diagrams
are shown.

In our calculation we do not apply any resonance approximation, but include the full set of
Feynman diagrams that contribute to pp ! 2`2⌫ at each perturbative order, thereby including all
sub-dominant contributions with single- and non-resonant diagrams besides the dominant double-
resonant ones. All off-shell effects, interferences and spin correlations are consistently taken into
account, treating resonances in the complex-mass scheme [33] throughout.

At LO, the DF process pp ! e
+
µ
�
⌫e⌫̄µ, is dominated by resonant W+

W
� production in the qq̄

channel and subsequent decays. The full set of Feynman diagrams contributing to pp ! e
+
µ
�
⌫e⌫̄µ

will be referred to as DFWW channel. Representative tree-level diagrams both for double-resonant
and sub-leading contributions are shown in Fig. 1.

The situation in the SF case is more involved since its signature can be produced by different
partonic processes, pp ! e

+
e
�
⌫µ/⌧ ⌫̄µ/⌧ and pp ! e

+
e
�
⌫e⌫̄e. Their final states are indistinguishable

on an event-wise level, as the produced neutrinos can only be detected as missing transverse energy
and their flavours cannot be resolved. Consequently, predictions for e+e�+ 6ET production originate
as the incoherent sum over all three possible neutrino-flavour contributions.

The SF process pp ! e
+
e
�
⌫µ/⌧ ⌫̄µ/⌧ is dominated by resonant ZZ production in qq̄ annihi-

lation and subsequent Z ! e
+
e
� and Z ! ⌫⌫̄ decays. Such double-resonant contributions are

accompanied by all allowed topologies with sub-leading resonance structures, including diagrams
with �

⇤
! e

+
e
� subtopologies, as well as other single- and non-resonant topologies. The full set of

Feynman diagrams contributing to pp ! e
+
e
�
⌫µ/⌧ ⌫̄µ/⌧ will be referred to as SFZZ channel. Sample

tree-level diagrams are depicted in Fig. 2.
Finally, the SF process pp ! e

+
e
�
⌫e⌫̄e proceeds both via W

+
W

� and ZZ diboson resonances.
The corresponding amplitudes are built by coherently summing over all diagrams entering the
two previously discussed DFWW and SFZZ channels. Consequently, this channel is referred to as
SFWW/ZZ channel, and all diagrams shown in Figs. 1–2 are representatives of the tree-level diagrams
contributing here.

Due to the fact that the phase-space regions with resonant intermediate W
+
W

� and ZZ states
are typically distinct, the assumption is justified that the SFWW/ZZ cross section is dominated by
the incoherent sum of double-resonant contributions of one and the other type, while the effect of

– 4 –
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(a) (b)

(c) (d)

Figure 1. Electroweak SUSY production processes of the considered simplified models.

In the scenario in which the χ̃±
1 is the next-to-lightest supersymmetric particle (NLSP),

the χ̃±
1 decays as χ̃±

1 → W±χ̃0
1. In direct χ̃+

1 χ̃
−
1 production, if both W bosons decay

leptonically as shown in figure 1(b), the final state contains two opposite-sign leptons,

either SF or DF, and large missing transverse momentum.

Another scenario is considered in which χ̃±
1 and χ̃0

2 are mass degenerate and are co-

NLSPs. The direct χ̃±
1 χ̃

0
2 production is followed by the decays χ̃±

1 → W±χ̃0
1 and χ̃

0
2 → Zχ̃0

1

with a 100% branching fraction. If the Z boson decays leptonically and theW boson decays

hadronically, as shown in figure 1(c), the final state contains two opposite-sign leptons, two

hadronic jets, and missing transverse momentum. The leptons in this case are SF and their

invariant mass is consistent with the Z boson mass. The invariant mass of the two jets

from the W decay gives an additional constraint to characterize this signal.

A scenario in which the slepton is the NLSP is modelled according to ref. [42]. Fig-

ure 1(d) shows direct slepton-pair production pp → ℓ̃+ℓ̃− followed by ℓ̃± → ℓ±χ̃0
1 (ℓ = e or

µ), giving rise to a pair of SF leptons and missing transverse momentum due to the two

neutralinos. The cross-section for direct slepton pair production in this scenario decreases

from 127 fb to 0.5 fb per slepton flavour for left-handed sleptons, and from 49 fb to 0.2 fb

for right-handed sleptons, as the slepton mass increases from 100 to 370 GeV.

Results are also interpreted in dedicated pMSSM [43] scenarios. In the models con-

sidered in this paper, the masses of the coloured sparticles, of the CP-odd Higgs boson,

and of the left-handed sleptons are set to high values to allow only the direct produc-

tion of charginos and neutralinos via W/Z, and their decay via right-handed sleptons,

gauge bosons and the lightest Higgs boson. The lightest Higgs boson mass is set close to

125 GeV [44, 45] by tuning the mixing in the top squark sector. The mass hierarchy, com-

– 3 –

Direct Slepton pair production
Signature: 2 OS-SF leptons + MET
Background: W+W-/ZZ→2l2v
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Figure 4. Distributions of mT2 in the (a) SF and (b) DF samples that satisfy all the SR-mT2

selection criteria except for the one on mT2, and of (c) Emiss,rel
T in the sample that satisfies all

the SR-Zjets selection criteria except for the one on Emiss,rel
T . The lower panel of each plot shows

the ratio between data and the SM background prediction. The hashed regions represent the sum
in quadrature of systematic uncertainties and statistical uncertainties arising from the numbers of
MC events. Predicted signal distributions in simplified models with mχ̃±

1
= 350 GeV, mℓ̃ = mν̃ =

175 GeV and mχ̃0

1
= 0 are superimposed in (a) and (b), mℓ̃ = 251 GeV and mχ̃0

1
= 10 GeV in (a),

and mχ̃±
1

= mχ̃0

2
= 250 GeV and mχ̃0

1
= 0 in (c). Red arrows indicate the selection criteria for

SR-mT2 and SR-Zjets.

except for the theoretical signal cross-section uncertainty arising from the PDF and the

renormalization and factorization scales. The solid band around the expected exclusion

contour shows the ±1σ result where all uncertainties, except those on the signal cross-

sections, are considered. The dotted lines around the observed exclusion contour represent

the results obtained when varying the nominal signal cross-section by ±1σ theoretical un-

certainty. All mass limits hereafter quoted correspond to the signal cross-sections reduced

by 1σ.

Figure 5 shows the 95% CL exclusion region obtained from SR-mT2 on the simplified
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signal

background

•VV background entirely from MC
•validated in control regions 
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Figure 8: (left) Exclusion plane at 95% CL as a function of sbottom and neutralino masses for the decay channel
b̃1 ! b + �̃0

1 (BR=100%). (right) Exclusion region at 95% CL as a function of squark mass and the squark–
neutralino mass di↵erence for q̃ ! q + �̃0

1 (q = u, d, c, s). The dotted lines around the observed limit indicate
the range of observed limits corresponding to ±1� variations on the NLO SUSY cross-section predictions. The
bands around the expected limit indicates the expected ±1� and ±2� ranges of limits in the absence of a signal.
The results from this analysis are compared to previous results from the ATLAS Collaboration at

p
s = 13 TeV [1]

using 3.2 fb�1.

Expected and observed 95% CL exclusion limits are set as in the case of the WIMP and SUSY models.
The �1� variations of the ADD theoretical cross sections result in about a 7% to 10% decrease in the
nominal observed limits, depending on n. Figure 9 and Table 7 present the results in the case of the ADD
model. Values of MD below 7.74 TeV at n = 2 and below 4.79 TeV at n = 6 are excluded at 95% CL,
which extend the exclusion from previous results using 3.2 fb�1 of 13 TeV data [1].

As discussed in Refs. [13, 86], the analysis partially probes the phase-space region with ŝ > M2
D, wherep

ŝ is the centre-of-mass energy of the hard interaction. This challenges the validity of the model im-
plementation and the lower bounds on MD, as they depend on the unknown ultraviolet behavior of the
e↵ective theory. The observed 95% CL limits are recomputed after suppressing, with a weighting factor
M4

D/ŝ
2, the signal events with ŝ > M2

D, here referred to as damping. This results in a negligible decrease
of the quoted 95% CL lower limits on MD, as also shown in Table 7.

22

Table 7: The 95% CL observed and expected lower limits on the fundamental Planck scale in 4 + n dimensions,
MD, as a function of the number of extra dimensions n, considering nominal LO signal cross sections. The impact
of the ±1� theoretical uncertainty on the observed limits and the expected ±1� range of limits in the absence of a
signal are also given. Finally, the 95% CL observed limits after damping of the signal cross section for ŝ > M2

D (see
text) are quoted.

ADD Model Limits on M D (95% CL)

Expected [TeV] Observed [TeV] Observed (damped) [TeV]

n = 2 9.27+0.79
�0.96 7.74+0.45

�0.55 7.74
n = 3 7.12+0.48

�0.59 6.22+0.36
�0.47 6.22

n = 4 6.09+0.34
�0.43 5.49+0.32

�0.45 5.49
n = 5 5.54+0.27

�0.32 5.11+0.30
�0.46 5.11

n = 6 5.20+0.22
�0.26 4.79+0.26

�0.47 4.77

Figure 9: Observed and expected 95% CL lower limits on the fundamental Planck scale in 4 + n dimensions, MD,
as a function of the number of extra dimensions. The shaded area around the expected limit indicates the expected
±1� and ±2� range of limits in the absence of a signal. The 95% CL limits are computed with no suppression of the
events with ŝ > M2

D. The results from this analysis are compared to previous results from the ATLAS Collaboration
at
p

s = 13 TeV [1] using 3.2fb�1.
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and 1.4% for IM1, and between 0.04% and 1.3% for IM10. Expected and observed 95% CL exclusion
limits are set as in the case of the WIMP models. In addition, observed limits are computed using ±1�
variations of the theoretical predictions for the SUSY cross sections.

The uncertainties related to the jet and Emiss
T scales and resolutions introduce uncertainties in the signal

yields which vary between ±1% and ±3% for di↵erent selections and squark and neutralino masses.
In addition, the uncertainty in the integrated luminosity is included. The uncertainties related to the
modelling of initial- and final-state gluon radiation translate into a ±7% to ±17% uncertainty in the signal
yields. The uncertainties due to the PDFs result in a ±5% to ±17% uncertainty in the signal yields. Finally,
the variations of the renormalization and factorization scales introduce a ±4% to ±13% uncertainty in the
signal yields.

Figure 7 (left) presents the results in the case of the t̃1 ! c + �̃0
1 signal. The previous limits from

the ATLAS Collaboration [1], corresponding to a luminosity of 3.2 fb�1, are also shown. This analysis
improves significantly the sensitivity at very low stop–neutralino mass di↵erence. In the compressed
scenario with the stop and neutralino nearly degenerate in mass, the exclusion extends up to stop masses
of 430 GeV. The region with stop–neutralino mass di↵erence below 5 GeV is not considered in the
exclusion since in this regime the stop could become long-lived. Figure 7 (right) shows the expected and
observed 95% CL exclusion limits as a function of the stop and neutralino masses for the t̃1 ! b+ f f

0
+�̃0

1
(BR=100%) decay channel. For a mt̃1 �m�̃0

1
⇠ mb, stop masses up to 390 GeV are excluded at 95% CL.

Figure 8 (left) presents the expected and observed 95% CL exclusion limits as a function of the sbottom
and neutralino masses for the b̃1 ! b+�̃0

1 (BR=100%) decay channel. In the scenario with mb̃1
�m�̃0

1
⇠ mb,

this analysis extends the 95% CL exclusion limits up to a sbottom mass of 430 GeV. In the case of light
neutralinos with m�̃0

1
⇠ 1 GeV, sbottom masses up to 610 GeV are excluded at 95% CL. Finally, Figure 8
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Figure 4: Measured distributions of the Emiss
T (top-left), leading-jet pT (top-right), leading-jet |⌘| (bottom-left), and

jet multiplicity (bottom-right) for the Emiss
T > 250 GeV selection compared to the SM predictions. The latter are

normalized with normalization factors as determined by the global fit that considers exclusive Emiss
T regions. For

illustration purposes, the distributions of di↵erent ADD, SUSY, and WIMP scenarios are included. The error bands
in the ratios shown in the lower panels include both the statistical and systematic uncertainties in the background
predictions. Where appropriate, the last bin of the distribution contains overflows.

8.1 Model-independent exclusion limits

A likelihood fit is performed separately for each of the inclusive regions IM1–IM10. As a result, model-
independent observed and expected 95% confidence level (CL) upper limits on the visible cross section,
defined as the product of production cross section, acceptance and e�ciency � ⇥ A ⇥ ✏, are extracted,
taking into consideration the systematic uncertainties in the SM backgrounds and the uncertainty in the
integrated luminosity. The results are presented in Table 6. Values of � ⇥ A ⇥ ✏ above 531 fb (for IM1)
and above 1.6 fb (for IM10) are excluded at 95% CL.

8.2 Weakly-interacting massive particles

The results are translated into exclusion limits on the WIMP pair-production. Di↵erent simplified models
are considered with either the exchange of an axial-vector or a pseudoscalar mediator in the s-channel.
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[ATLAS-CONF-2017-060]
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Figure 5: Left: 95% CL axial-vector exclusion contours in the m�–mZA parameter plane. The solid (dashed) curve
shows the median of the observed (expected) limit, while the bands indicate the ±1� theory uncertainties in the
observed limit and ±1� and ±2� ranges of the expected limit in the absence of a signal. The red curve corresponds
to the expected relic density, as computed with MadDM [84]. The region excluded due to perturbativity, defined
by m� >

p
⇡/2 mZA , is indicated by the hatched area. The dotted line indicates the kinematic limit for on-shell

production mZA = 2 ⇥ m�. The cyan line indicates previous results at 13 TeV [1] using 3.2 fb�1. Right: A
comparison of the inferred limits (black line) to the constraints from direct detection experiments (purple line) on
the spin-dependent WIMP–proton scattering cross section in the context of the Z0-like simplified model with axial-
vector couplings. Unlike in the m�–mZA parameter plane, the limits are shown at 90% CL. The results from this
analysis, excluding the region to the left of the contour, are compared with limits from the PICO [85] experiment.
The comparison is model-dependent and solely valid in the context of this model, assuming minimal mediator width
and the coupling values gq = 1/4 and g� = 1.

plement the results from direct-detection experiments for m� < 10 GeV. The kinematic loss of model
sensitivity is expressed by the turn of the WIMP exclusion line, reaching back to low WIMP masses and
intercepting the exclusion lines from the direct-detection experiments at around m� = 200 GeV.

A simplified model with a pseudo-scalar mediator (mZP) was considered with couplings to quarks and dark
matter equal to unity. As shown in Figure 6, for WIMP masses in the range 0–300 GeV and mediator
masses mZP in the range 0–700 GeV the analysis does not have yet enough sensitivity.

8.3 Squark pair production

Di↵erent models for squark pair production are considered: stop pair production with t̃1 ! c + �̃0
1,

stop pair production with t̃1 ! b + f f
0
+ �̃0

1, sbottom pair production with b̃1 ! b + �̃0
1, and squark

pair production with q̃ ! q + �̃0
1 (q = u, d, c, s). In each case separately, the results are translated into

exclusion limits as a function of the squark mass for di↵erent neutralino masses.

The results are translated into exclusion limits on the pair production of top squarks with t̃1 ! c + �̃0
1

(with branching fraction BR=100%) as a function of the stop mass for di↵erent neutralino masses. The
typical A ⇥ ✏ of the selection criteria varies, with increasing stop and neutralino masses, between 0.7%
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Figure 8: (left) Exclusion plane at 95% CL as a function of sbottom and neutralino masses for the decay channel
b̃1 ! b + �̃0

1 (BR=100%). (right) Exclusion region at 95% CL as a function of squark mass and the squark–
neutralino mass di↵erence for q̃ ! q + �̃0

1 (q = u, d, c, s). The dotted lines around the observed limit indicate
the range of observed limits corresponding to ±1� variations on the NLO SUSY cross-section predictions. The
bands around the expected limit indicates the expected ±1� and ±2� ranges of limits in the absence of a signal.
The results from this analysis are compared to previous results from the ATLAS Collaboration at

p
s = 13 TeV [1]

using 3.2 fb�1.

Expected and observed 95% CL exclusion limits are set as in the case of the WIMP and SUSY models.
The �1� variations of the ADD theoretical cross sections result in about a 7% to 10% decrease in the
nominal observed limits, depending on n. Figure 9 and Table 7 present the results in the case of the ADD
model. Values of MD below 7.74 TeV at n = 2 and below 4.79 TeV at n = 6 are excluded at 95% CL,
which extend the exclusion from previous results using 3.2 fb�1 of 13 TeV data [1].

As discussed in Refs. [13, 86], the analysis partially probes the phase-space region with ŝ > M2
D, wherep

ŝ is the centre-of-mass energy of the hard interaction. This challenges the validity of the model im-
plementation and the lower bounds on MD, as they depend on the unknown ultraviolet behavior of the
e↵ective theory. The observed 95% CL limits are recomputed after suppressing, with a weighting factor
M4

D/ŝ
2, the signal events with ŝ > M2

D, here referred to as damping. This results in a negligible decrease
of the quoted 95% CL lower limits on MD, as also shown in Table 7.

22

Table 7: The 95% CL observed and expected lower limits on the fundamental Planck scale in 4 + n dimensions,
MD, as a function of the number of extra dimensions n, considering nominal LO signal cross sections. The impact
of the ±1� theoretical uncertainty on the observed limits and the expected ±1� range of limits in the absence of a
signal are also given. Finally, the 95% CL observed limits after damping of the signal cross section for ŝ > M2

D (see
text) are quoted.

ADD Model Limits on M D (95% CL)

Expected [TeV] Observed [TeV] Observed (damped) [TeV]

n = 2 9.27+0.79
�0.96 7.74+0.45

�0.55 7.74
n = 3 7.12+0.48

�0.59 6.22+0.36
�0.47 6.22

n = 4 6.09+0.34
�0.43 5.49+0.32

�0.45 5.49
n = 5 5.54+0.27

�0.32 5.11+0.30
�0.46 5.11

n = 6 5.20+0.22
�0.26 4.79+0.26

�0.47 4.77

Figure 9: Observed and expected 95% CL lower limits on the fundamental Planck scale in 4 + n dimensions, MD,
as a function of the number of extra dimensions. The shaded area around the expected limit indicates the expected
±1� and ±2� range of limits in the absence of a signal. The 95% CL limits are computed with no suppression of the
events with ŝ > M2

D. The results from this analysis are compared to previous results from the ATLAS Collaboration
at
p

s = 13 TeV [1] using 3.2fb�1.
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part of the plane (the closed area in the o↵-shell part) corresponds to predicted values of the relic density abundance
inconsistent with the WMAP measurements (i.e. ⌦h2 > 0.12), as computed with MadDM [84].

and 1.4% for IM1, and between 0.04% and 1.3% for IM10. Expected and observed 95% CL exclusion
limits are set as in the case of the WIMP models. In addition, observed limits are computed using ±1�
variations of the theoretical predictions for the SUSY cross sections.

The uncertainties related to the jet and Emiss
T scales and resolutions introduce uncertainties in the signal

yields which vary between ±1% and ±3% for di↵erent selections and squark and neutralino masses.
In addition, the uncertainty in the integrated luminosity is included. The uncertainties related to the
modelling of initial- and final-state gluon radiation translate into a ±7% to ±17% uncertainty in the signal
yields. The uncertainties due to the PDFs result in a ±5% to ±17% uncertainty in the signal yields. Finally,
the variations of the renormalization and factorization scales introduce a ±4% to ±13% uncertainty in the
signal yields.

Figure 7 (left) presents the results in the case of the t̃1 ! c + �̃0
1 signal. The previous limits from

the ATLAS Collaboration [1], corresponding to a luminosity of 3.2 fb�1, are also shown. This analysis
improves significantly the sensitivity at very low stop–neutralino mass di↵erence. In the compressed
scenario with the stop and neutralino nearly degenerate in mass, the exclusion extends up to stop masses
of 430 GeV. The region with stop–neutralino mass di↵erence below 5 GeV is not considered in the
exclusion since in this regime the stop could become long-lived. Figure 7 (right) shows the expected and
observed 95% CL exclusion limits as a function of the stop and neutralino masses for the t̃1 ! b+ f f

0
+�̃0

1
(BR=100%) decay channel. For a mt̃1 �m�̃0

1
⇠ mb, stop masses up to 390 GeV are excluded at 95% CL.

Figure 8 (left) presents the expected and observed 95% CL exclusion limits as a function of the sbottom
and neutralino masses for the b̃1 ! b+�̃0

1 (BR=100%) decay channel. In the scenario with mb̃1
�m�̃0

1
⇠ mb,

this analysis extends the 95% CL exclusion limits up to a sbottom mass of 430 GeV. In the case of light
neutralinos with m�̃0

1
⇠ 1 GeV, sbottom masses up to 610 GeV are excluded at 95% CL. Finally, Figure 8
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Figure 4: Measured distributions of the Emiss
T (top-left), leading-jet pT (top-right), leading-jet |⌘| (bottom-left), and

jet multiplicity (bottom-right) for the Emiss
T > 250 GeV selection compared to the SM predictions. The latter are

normalized with normalization factors as determined by the global fit that considers exclusive Emiss
T regions. For

illustration purposes, the distributions of di↵erent ADD, SUSY, and WIMP scenarios are included. The error bands
in the ratios shown in the lower panels include both the statistical and systematic uncertainties in the background
predictions. Where appropriate, the last bin of the distribution contains overflows.

8.1 Model-independent exclusion limits

A likelihood fit is performed separately for each of the inclusive regions IM1–IM10. As a result, model-
independent observed and expected 95% confidence level (CL) upper limits on the visible cross section,
defined as the product of production cross section, acceptance and e�ciency � ⇥ A ⇥ ✏, are extracted,
taking into consideration the systematic uncertainties in the SM backgrounds and the uncertainty in the
integrated luminosity. The results are presented in Table 6. Values of � ⇥ A ⇥ ✏ above 531 fb (for IM1)
and above 1.6 fb (for IM10) are excluded at 95% CL.

8.2 Weakly-interacting massive particles

The results are translated into exclusion limits on the WIMP pair-production. Di↵erent simplified models
are considered with either the exchange of an axial-vector or a pseudoscalar mediator in the s-channel.
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Figure 5: Left: 95% CL axial-vector exclusion contours in the m�–mZA parameter plane. The solid (dashed) curve
shows the median of the observed (expected) limit, while the bands indicate the ±1� theory uncertainties in the
observed limit and ±1� and ±2� ranges of the expected limit in the absence of a signal. The red curve corresponds
to the expected relic density, as computed with MadDM [84]. The region excluded due to perturbativity, defined
by m� >

p
⇡/2 mZA , is indicated by the hatched area. The dotted line indicates the kinematic limit for on-shell

production mZA = 2 ⇥ m�. The cyan line indicates previous results at 13 TeV [1] using 3.2 fb�1. Right: A
comparison of the inferred limits (black line) to the constraints from direct detection experiments (purple line) on
the spin-dependent WIMP–proton scattering cross section in the context of the Z0-like simplified model with axial-
vector couplings. Unlike in the m�–mZA parameter plane, the limits are shown at 90% CL. The results from this
analysis, excluding the region to the left of the contour, are compared with limits from the PICO [85] experiment.
The comparison is model-dependent and solely valid in the context of this model, assuming minimal mediator width
and the coupling values gq = 1/4 and g� = 1.

plement the results from direct-detection experiments for m� < 10 GeV. The kinematic loss of model
sensitivity is expressed by the turn of the WIMP exclusion line, reaching back to low WIMP masses and
intercepting the exclusion lines from the direct-detection experiments at around m� = 200 GeV.

A simplified model with a pseudo-scalar mediator (mZP) was considered with couplings to quarks and dark
matter equal to unity. As shown in Figure 6, for WIMP masses in the range 0–300 GeV and mediator
masses mZP in the range 0–700 GeV the analysis does not have yet enough sensitivity.

8.3 Squark pair production

Di↵erent models for squark pair production are considered: stop pair production with t̃1 ! c + �̃0
1,

stop pair production with t̃1 ! b + f f
0
+ �̃0

1, sbottom pair production with b̃1 ! b + �̃0
1, and squark

pair production with q̃ ! q + �̃0
1 (q = u, d, c, s). In each case separately, the results are translated into

exclusion limits as a function of the squark mass for di↵erent neutralino masses.

The results are translated into exclusion limits on the pair production of top squarks with t̃1 ! c + �̃0
1

(with branching fraction BR=100%) as a function of the stop mass for di↵erent neutralino masses. The
typical A ⇥ ✏ of the selection criteria varies, with increasing stop and neutralino masses, between 0.7%
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QCD corrections

‣  mostly moderate and stable QCD corrections

‣  (almost) identical QCD corrections in the tail,  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EW corrections
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‣  EW corrections > QCD uncertainties for pT,Z > 350 GeV
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Prelude: Z/ɣ pT-ratio

QCD corrections
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EW corrections

‣  sizeable difference in  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   10-15% corrections at 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(d
σ

Z
j/

dσ
γ
j)

/
(d

σ
L
O

Z
j

/d
σ

L
O

γ
j

)

pT,Z/γ [GeV]
150012501000750500250

1.05

1

0.95

0.9

0.85

0.8

0.75

(d
σ

Z
j/

dσ
γ
j)

/
(d

σ
L
O

Z
j

/d
σ

L
O

γ
j

)

pT,Z/γ [GeV]
150012501000750500250

1.05

1

0.95

0.9

0.85

0.8

0.75

dφ(j1, j2) < 2.5
preliminary!

Munich+OpenLoops

dσ
Z
j
×

B
R

Z
→

ν
ν̄
/d

σ
γ
j

pp → Z/γ + 1j @ 8 TeV
0.3

0.28

0.26

0.24

0.22

0.2

0.18

0.16 NLO QCD×EW
NLO QCD+EW
NLO QCD
LON

dφ(j1, j2) < 2.5
preliminary!

Munich+OpenLoops

dσ
Z
j
×

B
R

Z
→

ν
ν̄
/d

σ
γ
j

pp → Z/γ + 1j @ 8 TeV
0.3

0.28

0.26

0.24

0.22

0.2

0.18

0.16

S
h

e
r

pa
+

O
p

e
n

L
o

o
p

s

NLO QCD

NLO QCD+EW

CMS data

JHEP10(2015)128

0

0.01

0.02

0.03

0.04

0.05
Z/γ ratio for events with njets ≥ 1

d
σ

/
d

p
Z T

/
d

σ
/

d
p

γ T

100 200 300 400 500 600 700 800

0.8

0.9

1.0

1.1

1.2

pZ/γ

T [GeV]

M
C

/
D

a
ta

‣  remarkable agreement with data at @ NLO QCD+EW!

[Ciulli, Kallweit, JML, Pozzorini, Schönherr  
for LesHouches’15] 
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Uncertainty estimates  
at 

(N)NLO QCD + (n)NLO EW

how to correlate scale uncertainties in ratios?

how to estimate uncertainties due to missing higher-order EW?

how to combine higher-order QCD and EW correction?  
what is the related uncertainty?
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Precise predictions for V+jet DM backgrounds

• Combination of state-of-the-art predictions: (N)NLO QCD+(n)NLO EW in order to match 
(future) experimental sensitivities (1-10% accuracy in the few hundred GeV-TeV range)  

[1] TODO (later): extend introduction:

• review of NLO EW literature: [1–4]

• review of NNLO QCD literature: [5–8]

• Add

39

2 Reweighting of Monte Carlo samples40

The reweighting of MC samples is a natural way of combining (N)LO MC sim-41

ulations with (N)NLO QCD+EW perturbative calculations and to account for42

the respective uncertainties in a systematic way. The following formula de-43

scribes the one-dimensional reweighting of MC samples for V+ jet production44

(V = �, Z,W
±) in a generic variable x,45

d

dx

d

d~y
�
(V )(~"MC, ~"TH) :=

d

dx

d

d~y
�
(V )
MC(~"MC)

"
d
dx�

(V )
TH (~"TH)

d
dx�

(V )
MC(~"MC)

#
. (1)46

In the case at hand, i.e. V+ jet production, the one-dimensional parameter x47

should be understood as the vector-boson transverse momentum, x = p
(V )
T ,48

while ~y generically denotes the fully differential kinematic dependence of the49

accompanying QCD activity, and includes also extra photon radiation, as well50

as leptons and neutrinos from hadron decays. It is implicitly understood that51
d
dx

d
d~y� depends on x and ~y, while in d

dx� the variables ~y are integrated out.52

The labels MC and TH in (1) refer to Monte Carlo and higher-order theo-53

retical predictions, respectively, and the related uncertainties are parametrised54

through nuisance parameters ~"TH, ~"MC. Our recommendations for theory un-55

certainties in Sect. 4 are formulated in terms of intervals for the related nuisance56

parameters,57

"min,k < "k < "max,k, (2)58

which should be understood as 1� Gaussian uncertainties.59

[2] DISC (JL+SP): 1� or 2� Gaussian uncertainties?
========== DISCUSSED AT CERN =============
We adopt 1� but we should define the relation between nuisance
parameter and scale variation more precisely.

60

Monte Carlo uncertainties, described by ~"MC, must be correlated in the numer-61

ator and denominator on the r.h.s of (1), while they can be kept uncorrelated62

across different processes (apart from Z(⌫⌫̄) + jet and Z(`+`�) + jet).63

We note that, as opposed to an approach based only on ratios of pT distribu-64

tions, where theory is used for extrapolations across different processes at fixed65

pT, MC reweighting is more powerful as it supports all possible extrapolations66

2

one-dimensional reweighting of MC samples in 

[1] TODO (later): extend introduction:

• review of NLO EW literature: [1–4]

• review of NNLO QCD literature: [5–8]

• Add

39
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The reweighting of MC samples is a natural way of combining (N)LO MC sim-41

ulations with (N)NLO QCD+EW perturbative calculations and to account for42

the respective uncertainties in a systematic way. The following formula de-43

scribes the one-dimensional reweighting of MC samples for V+ jet production44

(V = �, Z,W
±) in a generic variable x,45

d
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"
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dx�
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dx�
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#
. (1)46

In the case at hand, i.e. V+ jet production, the one-dimensional parameter x47

should be understood as the vector-boson transverse momentum, x = p
(V )
T ,48

while ~y generically denotes the fully differential kinematic dependence of the49

accompanying QCD activity, and includes also extra photon radiation, as well50

as leptons and neutrinos from hadron decays. It is implicitly understood that51
d
dx

d
d~y� depends on x and ~y, while in d

dx� the variables ~y are integrated out.52

The labels MC and TH in (1) refer to Monte Carlo and higher-order theo-53

retical predictions, respectively, and the related uncertainties are parametrised54

through nuisance parameters ~"TH, ~"MC. Our recommendations for theory un-55

certainties in Sect. 4 are formulated in terms of intervals for the related nuisance56

parameters,57

"min,k < "k < "max,k, (2)58

which should be understood as 1� Gaussian uncertainties.59

[2] DISC (JL+SP): 1� or 2� Gaussian uncertainties?
========== DISCUSSED AT CERN =============
We adopt 1� but we should define the relation between nuisance
parameter and scale variation more precisely.

60

Monte Carlo uncertainties, described by ~"MC, must be correlated in the numer-61

ator and denominator on the r.h.s of (1), while they can be kept uncorrelated62

across different processes (apart from Z(⌫⌫̄) + jet and Z(`+`�) + jet).63

We note that, as opposed to an approach based only on ratios of pT distribu-64

tions, where theory is used for extrapolations across different processes at fixed65

pT, MC reweighting is more powerful as it supports all possible extrapolations66

2

• Robust uncertainty estimates including 

1.Pure QCD uncertainties 

2.Pure EW uncertainties

3.Mixed QCD-EW uncertainties

4.PDF, ɣ-induced uncertainties

• Prescription for correlation of these uncertainties
‣ within a process (between low-pT and high-pT) 
‣ across processes

with

work in collaboration with:  
R. Boughezal, J.M. Campell, A. Denner, S. Dittmaier, A. Huss, A. Gehrmann-De Ridder,  T. Gehrmann, N. Glover,  

S. Kallweit, M. L. Mangano, P. Maierhöfer, T.A. Morgan, A. Mück, M. Schönherr, F. Petriello, S. Pozzorini, G. P. Salam, C.Williams

[1705.04664]

be directly compared to the corresponding result directly calculated from �
(V )
TH .2158

Finally, it is crucial to check that state-of-the art predictions for absolute159

d�/dpT distributions agree with data for the various visible final states.160

3 Higher-order QCD and EW predictions161

Precise theory predictions for V+ jet production require QCD and EW high-162

order corrections, mixed QCD–EW contributions, as well as photon-induced163

contributions,164

d

dx
�
(V )
TH =

d

dx
�
(V )
QCD +

d

dx
�
(V )
mix +

d

dx
��

(V )
EW +

d

dx
�
(V )
��ind.. (7)165

State-of-the art QCD and EW predictions are discussed in Sects. 3.1 and 3.2,166

while Sect. 3.3 is devoted to photon-induced channels. Mixed contributions are167

addressed in Sect. 3.5 by means of a factorised combination of QCD and EW168

corrections.169

Besides the general theoretical framework, in this section we present various170

plots that illustrate the effect of higher-order corrections and uncertainties for171

pp ! V+ jet at a centre-of-mass energy of 13 TeV. The input parameters, as well172

as the relevant selection criteria for observables involving leptons and photons,173

are specified in Section 4. As is well known, photon isolation plays a critical174

role for the behaviour of QCD corrections in �+ jet production, and for the175

correlation of QCD uncertainties between �+ jet and Z/W+ jet production.176

The issue of photon isolation is discussed in detail in Section 4.1, where we177

propose a dynamic cone isolation prescription that renders the QCD dynamics178

of pp ! �+ jet and pp ! Z/W+ jet very similar at large transverse momenta.179

This feature provides a very convenient basis for a systematic modelling of180

the correlation of QCD uncertainties between the various V+ jet production181

processes as discussed in Sects. 3.1 and 4.1.182

For the sake of a complete documentation, we present the spectra of gauge183

bosons in the range of transverse momenta above 30 GeV. We stress, however,184

that in the region of pT <
⇠ 100 GeV there are potential sources of systematics185

that we are not discussing, as they would require a separate study. These arise186

from the resummation of QCD Sudakov logarithms or from non-perturbative187

effects (e.g. an order ⇤QCD average shift of the vector boson pT associated with188

the asymmetry of colour flow in the final state). Furthermore, as shown later, a189

reliable correlation between the W/Z spectra and the photon spectrum requires190

pT to be large enough so that vector boson mass effects become negligible.191

We also expect that in the pT regions up to few hundred GeV the statistics is192

sufficient to guarantee that experimental analyses of missing-ET backgrounds193

can entirely rely on the direct measurement of the Z spectrum measured via194

Z ! `
+
`
�. As a result, we believe that our conclusions on the systematics195

uncertainties are most reliable, and useful for experimental applications, in the196

region of pT larger than 100–200 GeV.197

2This procedure should be restricted to variables x0 that can be described with decent
accuracy both in perturbative calculations and in the MC simulations.

5

Note: analysis cuts can be considerable different from reweighting setup
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However, in order to fulfill (5), the Sudakov region (p(V )
T ⌧ MV ) should be105

excluded from the reweighting procedure. Moreover, in order to simultaneously106

fulfill conditions (5) and (6), any aspect of the reconstructed vector-boson pT107

that is better described at MC level should be excluded from the definition of108

x and included in ~y. This applies, as discussed in Sect. 6, to multiple photon109

emissions off leptons, and to possible isolation prescriptions for the soft QCD110

radiation that surrounds leptons or photons. In general, purely non-perturbative111

aspects of MC simulations, i.e. MPI, UE, hadronisation and hadron decays,112

should be systematically excluded form the definition of the reweighting variable113

x. Thus, impact and uncertainties related to this non-perturbative modelling114

will remain as in the unweighted MC samples.115

It should be stressed that the above considerations are meant for dark-matter116

searches based on the inclusive MET distribution, while more exclusive searches117

that exploit additional informations on hard jets may involve additional sub-118

tleties. In particular, for analyses that are sensitive to multi-jet emissions, using119

the inclusive vector-boson pT as reweighting variable would still fulfill (5), but120

the lack of QCD and EW corrections to V +2jet production in MC simulations121

could lead to a violation of (6). In analyses that are sensitive to the tails of122

inclusive jet-pT and HT distributions this issue is very serious, and QCD+EW123

corrections should be directly implemented at MC level using multi-jet merg-124

ing [4]. At the same time such an approach allows for a natural investigation of125

shape uncertainties.126

In general, as a sanity check of the reweighting procedure, we recommend to127

verify that, for reasonable choices of input parameters and QCD scales, (N)NLO128

QCD calculations and (N)LO merged MC predictions for vector-boson pT dis-129

tributions are in reasonably good agreement within the respective uncertainties.130

In this way one could exclude sources of MC mismodelling that could affect also131

the ratio ( d
dx

d
d~y�

(V )
MC)/(

d
dx�

(V )
MC) in (1). In addition, it is crucial to check that132

state-of-the art predictions for absolute d�/dpT distributions agree with data133

for the various visible final states.134

3 Combination of QCD and EW corrections135

A strict fixed-order implementation of QCD and EW corrections corresponds to136

d

dx
�
(V )
TH =

d

dx
�
(V )
QCD +

d

dx
�
(V )
EW +

d

dx
�
(V )
��ind., (7)137

where the QCD contribution should contain at least the LO QCD part of O(↵↵S)138

and the NLO QCD part of O(↵↵2
S), and where available also the NNLO QCD139

part of O(↵↵3
S),2140

d

dx
�
(V )
QCD =

d

dx
�
(V )
LOQCD +

d

dx
�
(V )
NLOQCD +

d

dx
�
(V )
NNLOQCD. (8)141

[3] NNLO QCD discussion still missing. See a few first comments and
considerations in see Section 8.3.

142

2In this power counting we do not include the extra factor ↵ associated with vector-boson
decays.

4

this is a ‘good’ scale for V+jets  
• at large pTV: HT’/2 ≈ pTV  
• modest higher-order corrections 
• sufficient convergence

scale uncertainties due to 7-pt variations: 
 
    O(20%) uncertainties at LO   
    O(10%) uncertainties at NLO  
    O(5%) uncertainties at NNLO
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How to correlate these 
uncertainties across processes?

NNLO: [Gehrmann-De Ridder, Gehrmann, Glover, Huss, Morgan]

NNLO: [Boughezal, Petriello]

NNLO: [Campbell, Williams]
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How to correlate QCD uncertainties across processes?

Z+jet/W+jet LO (uncorrelated errors)
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consider Z+jet / W+jet pT,V-ratio @ LO

uncorrelated treatment yields  
O(40%) uncertainties
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How to correlate QCD uncertainties across processes?

consider Z+jet / W+jet pT,V-ratio @ LO

uncorrelated treatment yields  
O(40%) uncertainties

Z+jet/W+jet LO (uncorrelated errors)
Z+jet/W+jet LO (correlated errors)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

pp → e+e− j vs. pp → e− ν̄j @ 13 TeV

Z
(→

ℓ
+
ℓ
−

)+
je

t
/

W
(→

e−
ν̄

)
+

je
t

10 2 10 3
0.2

0.4
0.6

0.8

1

1.2

1.4
1.6

1.8

pT,V [GeV]

d
σ

/
d

σ
L

O

correlated treatment yields tiny  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How to correlate QCD uncertainties across processes?

consider Z+jet / W+jet pT,V-ratio @ LO

uncorrelated treatment yields  
O(40%) uncertainties

correlated treatment yields tiny  
O(<~ 1%) uncertainties

Z+jet/W+jet LO (uncorrelated errors)
Z+jet/W+jet LO (correlated errors)
Z+jet/W+jet NLO QCD

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

pp → e+e− j vs. pp → e− ν̄j @ 13 TeV

Z
(→

ℓ
+
ℓ
−

)+
je

t
/

W
(→

e−
ν̄

)
+

je
t

10 2 10 3
0.2

0.4
0.6

0.8

1

1.2

1.4
1.6

1.8

pT,V [GeV]

d
σ

/
d

σ
L

O

check against NLO QCD!

NLO QCD corrections remarkably flat 
in Z+jet / W+jet ratio!
→ supports correlated treatment of 
uncertainties!
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How to correlate QCD uncertainties across processes?

consider Z+jet / W+jet pT,V-ratio @ LO

uncorrelated treatment yields  
O(40%) uncertainties

correlated treatment yields tiny  
O(<~ 1%) uncertainties

check against NLO QCD!

NLO QCD corrections remarkably flat 
in Z+jet / W+jet ratio!
→ supports correlated treatment of 
uncertainties!
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Also holds for higher jet-multiplicities
→ indication of correlation also in 
higher-order corrections beyond NLO!
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How to correlate these uncertainties across processes?

• take scale uncertainties as fully correlated:  
NLO QCD uncertainties cancel at the <~ 1 % level

Z/W Z/ɣ

QCD uncertainties: ratios
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NLO QCD
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How to correlate these uncertainties across processes?

δ < 2 % δ < 3-4 %

QCD uncertainties: ratios

→effectively degrades precision of last calculated order 

• take scale uncertainties as fully correlated:  
NLO QCD uncertainties cancel at the <~ 1 % level

• introduce process correlation uncertainty based on K-factor difference: 
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How to correlate these uncertainties across processes?

QCD uncertainties: ratios

→effectively degrades precision of last calculated order 

• take scale uncertainties as fully correlated:  
NLO QCD uncertainties cancel at the <~ 1 % level

• introduce process correlation uncertainty based on K-factor difference: 
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check against NNLO QCD!
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How to correlate these uncertainties across processes?

QCD uncertainties: ratios

→effectively degrades precision of last calculated order 

• take scale uncertainties as fully correlated:  
NLO QCD uncertainties cancel at the <~ 1 % level

• introduce process correlation uncertainty based on K-factor difference: 

Z/W Z/ɣ

Uncertainty estimates at NNLO QCD

LO
NLO QCD
NNLO QCD

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

pp →Z(ℓ+ℓ−)+ jet / pp →W(ℓν)+ jet @ 13 TeV

Z
(ℓ

+
ℓ
−
)+

je
t

/
W
(ℓ

ν
)+

je
t

100 200 500 1000 3000
0.9

0.95

1.0

1.05

pT,V [GeV]

R
/

R
N

L
O

Q
C

D

LO
NLO QCD
NNLO QCD

0.01

0.02

0.03

0.04

0.05

0.06

pp →Z(ℓ+ℓ−)+ jet / pp →γ+ jet @ 13 TeV

Z
(ℓ

+
ℓ
−
)+

je
t

/
γ
+

je
t

100 200 500 1000 3000
0.9

0.95

1.0

1.05

pT,V [GeV]

R
/

R
N

L
O

Q
C

D

�K(N)NLO = KV
(N)NLO

�KZ
(N)NLO



Pure EW uncertainties

EW corrections become sizeable  
at large pT,V: -30% @ 1 TeV

Origin: virtual EW Sudakov logarithms

How to estimate corresponding pure EW uncertainties  
of relative           ?  

[7] TODO (): We should test the degree of correlation of QCD cor-
rections/uncertainties (and resulting cancellation in ratios) by means of
NLO studies. Afterwards, if possible, also through NNLO K-factors.

223

4.2 Pure EW uncertainties of relative O(↵2)224

First of all, note that for each process the corresponding QCD predictions and225

EW corrections should be computed in the same EW input scheme, otherwise226

NLO EW accuracy could be spoiled (here one should be especially careful if227

(N)NLO QCD and NLO EW corrections are computed with different tools).228

As a conservative estimate of missing higher-order EW effects we propose to229

take 10% of the NLO EW correction plus 50% of the 2-loop NLL Sudakov logs,230

i.e.231

d

dx
�
(V )
EW(~"EW, ~"QCD) = (1� 0.1 "EW,1)

d

dx
�
(V )
NLOEW(~"QCD)232

+ (1 + 0.5 "EW,2)
d

dx
�
(V )
NNLOEW(~"QCD), (15)233

with nuisance parameters "EW,i 2 [�1, 1]. The first term (0.1 "EW,1) is supposed234

to describe uncertainties of order ↵ times the NLO EW correction, which are235

not included in the NLL Sudakov approximation. The second term (0.5 "EW,2)236

mimics further uncertainties of the NLL two-loop approximation as well as the237

lack of Sudakov resummation. For instance, in the extreme scenario of an NLO238

EW correction �NLO = �50%, the expected NNLO EW Sudakov correction239

(based on exponentiation) amounts (assuming "EW,1 = "EW,2) to �NNLO =240

��
2
NLO

/2 = 12.5%, and our uncertainty estimate to �0.1�NLO + 0.5�NNLO =241
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| are the various Mandelstam invariants407

built from the hard momenta p̂i of the V+ jet production process and Q
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2
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In this work we will employ the explicit NLL Sudakov results of [12–16],410

which have been implemented, in addition to exact NLO QCD+NLO EW am-411

plitudes, in the OpenLoops matrix-element generator [4, 17]. Let us recall412

that the results of [12–16] are based on the high-energy limit of virtual one- and413

two-loop corrections regularised with a fictitious photon mass of order MW .414

This generates logarithms of the form ↵
n
ln

k
(ŝ/M

2
W ) that correspond to the415

combination of virtual one- and two-loop EW corrections plus corresponding416

photon radiation contributions up to an effective cut-off scale of order MW . In417

the case of V+ jet production, for physical observables that are inclusive with418

respect to photon radiation, this approximation is accurate at the one-percent419

level [13, 16, 18].420

In this work we will employ full EW results at NLO and NLL Sudakov loga-421

rithms at NNLO. In the notation of eq. (24)-(26), for fully-differential partonic422

cross sections, this implies423
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Transverse-momentum distributions including exact NLO EW corrections and426

Sudakov logarithms at NLO and NNLO are shown in Fig. 4, which confirms427

that the accuracy of the Sudakov approximation at NLO is very high, thereby428

supporting the usage of EW Sudakov logarithms at NNLO.429

9At NLO, EW corrections are known exactly and also NNLL asymptotic expansions [12–16]
are available.
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NLO EW and NNLO Sudakov corrections to V+ jet

EW corrections ⇠ �25% for V + jet at 1 TeV

NLO EW + NNLO Sudakov logs [Kühn, Kulesza,

S.P.,Schulze ’04–’07; Becher, Garcia i Tormo ’13]

NLO QCD+EW with o↵-shell Z/W decays
[Denner,Dittmaier,Kasprzik,Muck ’09–’11]

NLO QCD+EW for Z/W + 1, 2 jets with o↵-shell
decays [Denner, Hofer, Scharf, Uccirati ’14; Kallweit,

Lindert, Maierhöfer, S.P., Schönherr’15]
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+ additional uncertainties for  
    hard non-log NNLO EW effects 

“nNLO EW”

(correlated)

(uncorrelated)
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Pure EW uncertainties: ratios
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• NLO EW:    ~5% for pT=1 TeV 
• nNLO EW:  ~1% for pT=1 TeV
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 δ(R) < 3-5% for pT < 1-2 TeV



Mixed QCD-EW uncertainties

Here j1 denotes the first jet, while the total transverse energy H
tot
T is defined in terms of the jet

and W -boson transverse momenta12 as

H
tot
T = pT,W +

X

k

pT,jk , (6.3)

where all jets that satisfy (6.1) are included.
Our default NLO results are obtained by combining QCD and EW predictions,
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be included, while LO EW–QCD mixed and photon-induced terms of O(↵
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2
) will be discussed

in Section 6.4. In order to identify potentially large effects due to the interplay of EW and QCD
corrections beyond NLO, we will also consider the following factorised combination of EW and
QCD corrections,
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If this approach can be justified by a clear separation of scales—such as in situations where QCD
corrections are dominated by soft interactions well below the EW scale—the factorised formula
(6.6) can be regarded as an improved prediction. Otherwise, the difference between (6.5) and (6.6)
should be considered as an estimate of unknown higher-order corrections.

In the following sections, we will present QCD+EW and QCD⇥EW NLO corrections relative
to �

NLO
QCD, which corresponds to the ratios
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Note that the QCD⇥EW ratio (6.8) corresponds to the usual NLO EW correction relative to LO,
which is free from NLO QCD effects, while the QCD+EW ratio (6.7) depends on �

NLO
QCD. In particu-

lar, for observables that receive large NLO QCD corrections, the relative QCD+EW correction can
be drastically suppressed as compared to the QCD⇥EW one. This feature is typically encountered
in observables that receive huge QCD corrections of real-emission type. In such situations, NLO
QCD+EW predictions for pp ! W +n jets are dominated by tree-level contributions with one extra
jet, and the inclusion of NLO QCD+EW corrections for pp ! W +(n+1) jets becomes mandatory.

6.1 W+
+ 1 jet

Among the various W+(multi)jet production processes, the inclusive production of a W boson
in association with (at least) one jet is the one that features the strongest sensitivity to NLO
QCD radiation. This is clearly illustrated by the results shown in Figures 13–14 and Table 2. In
particular, large NLO QCD effects arise in the tails of the inclusive distributions in the W -boson and

12Note that at variance with the definition (5.3) of ĤT, here we use transverse momenta and not transverse energies.
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Difference between these two approaches indicates 
size of missing mixed EW-QCD corrections.

Given QCD and EW corrections are sizeable, also mixed QCD-
EW uncertainties of relative             have to be considered.O(↵↵s)

Too conservative!? 
 
For dominant Sudakov EW logarithms factorization should be exact!
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Mixed QCD-EW uncertainties
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Figure 8: NLO EW predictions for the production of Z(! `
+
`
�
)+jets (left) and

W
±
(! `⌫)+jets (right) at 13TeV. The NLO EW corrections for vector boson

production in association with one jet (blue) are compared with corresponding
corrections for the production in association with two jets (green). In the V +2j
predictions we require, besides the inclusive event selection detailed in section 4,
at least two anti-kT jets with R = 0.4 and pT,j1,2 > 30 GeV (without any ⌘ cuts).
The lower ratio plot shows the difference in the EW corrections between the
one- and two-jet processes, �NLOEW = 

V jj
NLOEW � 

V j
NLOEW for the full NLO

EW corrections (red) and excluding the finite mixed QCD-EW Bremsstrahlung
interference contributions from the V +1j production (magenta).

where the mixed EW–QCD uncertainty reads633

�K
(V )
mix(x) = 0.1

h
K

(V )
TH,�(x, ~µ0)�K

(V )
TH,⌦(x, ~µ0)

i
, (46)634

and the related nuisance parameter should be Gaussian distributed with one635

standard deviation corresponding to the range "mix 2 [�1,+1]. This rather636

small value of the factor 0.1 in eq. (46) reflects the high degree of EW–QCD637

factorisation observed in Fig. 8. Variations of "mix should be correlated across638

different processes.639

In Fig. 9 the difference between the additive and the multiplicative combina-640

tion of QCD and EW corrections together with the corresponding uncertainty641

estimate (46) is shown for the various V +jet processes.642

4 Setup for numerical predictions643

In this section we define physics objects (Section 4.1), acceptance cuts and ob-644

servables (Section 4.2), and input parameters (Section 4.3) to be used in the645

theoretical calculations for pp ! W
±
/Z/�+ jet.646
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and naive exponentiation of the NLO EW (0.1–2.0%). The variations due to the effect of un-
known Sudakov logs is correlated across the Z + jets, W + jets, g + jets processes and also
correlated across the bins of hadronic recoil pT. The nuisance parameters related to the missing
NNLO effects and to the difference between the NLL Sudakov approximation and the naive
exponentiation are treated as uncorrelated across Z + jets, W + jets, g + jets processes, and an
independent nuisance parameter was used for each process.

EW and QCD corrections are combined with a multiplicative approach. To account for the
uncertainty due to nonfactorized mixed EW-QCD effects, ten percent of the difference between
the corrections done in the multiplicative description and the additive approach is used as a
separate nuisance parameter (0.01%-0.02%). This parameter is treated as correlated across the
process and across the pT bins.

Experimental uncertainties including the reconstruction efficiency (1% per muon or electron),
and selection efficiencies of leptons (1% per muon and 2% per electron), photons (2%), and
hadronically decaying t leptons (1–3%) are also incorporated. Uncertainties in the purity of
photons in the g + jets control sample (2%), and in the efficiency of the electron (2%), photon
(2%), and E

miss
T (1–4%) triggers, are included and are fully correlated across all the bins of

hadronic recoil pT.

An important cross-check of the application of pT-dependent NLO QCD and EW K-factors
is the pre-fit ratio in data and simulation for the Z + jets events to both g + jets events and
W + jets events in the control regions as a function of hadronic recoil. Figure 3 shows the
ratio between Z(``) + jets, and g + jets and the ratio of Z(``) + jets and W(`n) + jets events
as a function of the recoil for the monojet category. While we do not explicitly use a W(`n) +
jets /g + jets constraint in the analysis, the two cross sections are connected through the Z +
jets /g + jets and Z + jets /W + jets constraints. Therefore, it is instructive to examine the
data-MC comparison of the W(`n) + jets /g + jets ratio. This is shown in the same figure.
Good agreement is observed between data and simulation after the application of the NLO
corrections.
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Figure 3: Comparison between data and Monte Carlo simulation of the Z(``) /g + jets,
Z(``)/W(`n), and W(`n) /g + jets ratio as a function of the hadronic recoil in the monojet cat-
egory. The gray bands include both the (pre-fit) systematic uncertainties and the statistical
uncertainty in the simulation.

Figures 4–8 show the results of the combined fit in all control samples. Data in the control sam-
ples are compared to the pre-fit predictions from simulation and the post-fit estimates obtained
after performing the fit. The control samples with larger yields dominate the fit results.

16 5 Results and interpretation
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Figure 10: Observed E
miss
T distribution in the monojet (left) and mono-V (right) signal regions

compared with the post-fit background expectations for various SM processes. The last bin in-
cludes all events with E

miss
T > 1250(750) GeV for the monojet (mono-V) category. The expected

background distributions are evaluated after performing a combined fit to the data in all the
control samples, as well as the signal region. The fit is performed assuming the absence of
any signal. Expected signal distributions from the 125 GeV Higgs boson decaying exclusively
to invisible particles, and a 2 TeV axial-vector mediator decaying to 1 GeV DM particles, are
overlaid. Ratios of data with the pre-fit background prediction (red points) and post-fit back-
ground prediction (blue points) are shown for both the monojet and mono-V signal regions.
The gray bands in these ratio plots indicate the post-fit uncertainty in the background pre-
diction. Finally, the distribution of the pulls, defined as the difference between data and the
post-fit background prediction relative to the quadrature sum of the post-fit uncertainty in the
prediction, and statistical uncertainty in the data are also shown in the lower panel.

sensitivity is also compared to earlier results from CMS. The exclusion is shown in Fig. 16, and
vary between 10 TeV for n = 2 to 5.5 TeV for n = 6. In addition, upper limit on the signal
strength µ = s/sth is presented for the ADD graviton production for n = 2 extra dimensions
as a function of MD.

5.4 Fermion portal dark matter interpretation

Results of the search are further interpreted in the context of FP DM model. Limits are obtained
as a function of the mediator mass mfu and the DM mass mc. Figure 17 shows the exclusion
contours in the mfu �mc plane for the coupling choice of lu = 1 for a scalar mediator. Mediator
masses up to 1.4 TeV, and DM masses up to 600 GeV are excluded.

5.5 Nonthermal dark matter interpretation

Results of the search are also interpreted in the context of nonthermal DM model. Limits are
obtained as a function of coupling strength parameters l1 and l2 for benchmark mediator

[CMS PAS EXO-16-048] 

12 4 Background estimation
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Figure 8: Comparison between data and Monte Carlo simulation in the single-lepton control
samples before and after performing the simultaneous fit across all the control samples and the
signal region assuming the absence of any signal. Plots correspond to the monojet and mono-V
categories, respectively, in the single-electron control sample. The hadronic recoil pT in single-
lepton events is used as a proxy for E

miss
T in the signal region. The last bin includes all events

with hadronic recoil pT larger than 1250 (750) GeV in the monojet (mono-V) category. The
gray histogram indicates the multijet background. Ratios of data with the pre-fit background
prediction (red points) and post-fit background prediction (blue points) are shown for both
the monojet and mono-V signal regions. The gray band in the ratio panel indicates the post-
fit uncertainty after combining all the systematic uncertainties. Finally, the distribution of the
pulls, defined as the difference between data and the post-fit background prediction relative to
the quadrature sum of the post-fit uncertainty in the prediction, and statistical uncertainty in
the data are also shown in the lower panel.

Unprecedented limits on 
monojet DM production!

Combined uncertainties on V+jets ratios
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Fig. 17: Predictions at NLO QCD⌦ nNLO EW and NNLO QCD⌦ nNLO EW for V+ jet spectra (left) and
ratios (right) at 13TeV. The lower frames show the relative impact of NNLO corrections and theory uncertainties
normalised to NLO QCD⌦ nNLO EW. The green and red bands correspond to the combination (in quadrature)
of the perturbative QCD, EW and mixed QCD-EW uncertainties, according to Eq. (76) at NLO QCD⌦ nNLO
EW and NNLO QCD⌦ nNLO EW respectively. PDF uncertainties based on LUXqed_plus_PDF4LHC15_nnlo
are shown at NLO QCD as separate hashed orange bands.

cuts, non-perturbative effects on lepton isolation, etc.,
can then be deduced from the Monte Carlo samples.
The additional uncertainties associated with the Monte
Carlo simulation are expected to be relatively small, in-
sofar as the vector-boson pT distribution that we cal-
culate is closely connected to the main experimental
observables used in MET+jets searches.

Some caution is needed in implementing the results
of this paper: for example the uncertainty prescriptions
are tied to the use of the central values that we provide.

If an experiment relies on central values that differ, e.g.
through the use of MC samples that are not reweighted
to our nominal predictions, then the uncertainty scheme
that we provide may no longer be directly applicable.
Furthermore, for searches that rely on features of the
event other than missing transverse momentum, one
should be aware that our approach might need to be
extended. This would be the case notably for any ob-
servable that relies directly on jet observables, whether
related to the recoiling jet or vetoes on additional jets.

CR SR

Z/γ

Z/W

• δZ/W =1-3% for pT < 1 TeV 
• δZ/γ = 3-5% for pT < 1 TeV

�34



Experimental closure tests 
CMS monojet searches
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dashed lines -> what the uncertainties would have been without the work of the theory community

Experimentalist way of confirming: Validation with data![slide: Zeynep Demiragli, 
DM@LHC 2018]



‣ There is no clear scale/signature for new physics effects: 
 Let’s explore the unknown leaving no stone unturned!

‣ Theory precision is often key to fully harness power of 
BSM searches.

‣ Detailed understanding of theory systematics is 
 becoming pivotal.

‣ Automation of higher-order corrections allows for 
 detailed phenomenological analyses for a multitude of 
 process. But: need to look inside the black box.

‣ Let’s push the precision frontier!

Conclusions

calculatemeasure
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Alphabet-assisted bump hunt method

Applicable when both alphabet and bump hunt methods can be used

EXAMPLE: heavy resonances decaying into two Higgs bosons

Simultaneous fit of a control and
signal region

æ Background normalization in
signal region constrained by the
pass/fail ratio from the alphabet

method (sidebands region)

NSR = NCR · Rp/f

æ background shape extracted by fit
using the same parametric function

for both regions
PRO: smooth fluctuations from the alphabet predictions

Paolo Gunnellini QCD@LHC 2018 Hamburg University 30



Alphabet-assisted bump hunt method

Applicable when both alphabet and bump hunt methods can be used
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Rhalphabet

2D fit of jet pT and fl (instead of mass), in order to avoid sculpting and
correlation

Decorrelation of
variables avoid mass
sculpting and
achieves better
performance (and
smaller uncertainty)

Parametrize the
pass/fail ratio in 2D
(fl and pT )
(ideally it is flat, in
reality has a little
slope)

Paolo Gunnellini QCD@LHC 2018 Hamburg University 32



Factorization cuts: BDT-based event reweighting

Definition of a control region (two-tag) and extrapolation to four-tag
region through a BDT (fully data-driven transfer function)

Search for higgsinos pair production
with b-tagged jets

Low-mass analysis:
æ four b-tagged jets

æ reduced Emiss
T

æ jets paired according to their mass,
being close to the Higgs mass

æ Main background
from QCD multijet processes

Control region defined by two b-tagged jets and two anti b-tag jets

Kinematic di�erences between 2-tag and 4-tag regions need to be
corrected for æ reweighting based on a BDT output

ATLAS - CERN-EP-2018-050 (Subm. to PRD)
CMS - PRD 97, 032007 (2018)

Paolo Gunnellini QCD@LHC 2018 Hamburg University 33



Factorization cuts: BDT-based event reweighting

Extrapolation to the signal region performed through a BDT regression
based on 27 variables of Higgs candidates and event topology

Weights given
by number of

2-tag and 4-tag
events obtained

for each endpoint
BDT leaf

Reweighting crucial for proper background modelling

Three sources of background uncertainty:
- statistics of control regions

- closure of shape in control region
- closure of weights in validation regions

ATLAS - CERN-EP-2018-050 (Subm. to PRD)

Paolo Gunnellini QCD@LHC 2018 Hamburg University 34



�39

Automation of NLO EW

MoCaNLO+Recola

pp → ll + 2 jets 
pp → e+e−μ+μ− / μ+μ− μ+μ− / e+νeμ−νμ
pp → e+νeμ−νμ bb (tt)
pp → e+νeμ+νμ + 2 jets (VBS)
pp → e+νeμ−νμ bbH (ttH)

[1411.0916] 
[1601.07787] [1611.05338
[1607.05571] 
[1611.02951] [1708.00268 ]
[1612.07138] 

Sherpa/Munich+OpenLoops  
POWHEG+OpenLoops

pp → W+1,2,3 jets
pp → ll/lν/νν + 0, 1, 2 jets (V+jets)
pp → llνν (VV)
pp → llH/llνH+0,1 jet (HV)

[1412.5156] 

[1511.08692] 

[1705.00598] 

[1706.03522]

MadGraph_aMC@NLO  
+MadLoop

pp → tt+H/Z/W 
pp → tt
pp → 2 jets

[1504.03446] 

[1606.01915] [1705.04105]

[1612.06548] 

MadDipole+GoSam 
Sherpa+GoSam

pp → W+2 jets
pp → ɣɣ+0,1,2 jets

[1507.08579]

[1706.09022]

• many NLO QCD+EW calculations for multi-particle processes are becoming available

• NLO QCD+EW matching and merging with parton showers is under way (approximations available)

• Given the achieved automation: attention is shifting towards detailed phenomenological applications



Caveat: ɣ+jet

Note:  this modelling of process correlations assumes close similarity of 
QCD effects between different V+jets processes

• apart from PDF effects it is the case for W+jets vs. Z+jets  

• at pT > 200 GeV it is in principle also the case for ɣ+jets vs. Z/W+jets

Caveat: fragmentation e↵ects in �+ jet and Z/W+ jet

Assumption (to justify K-factor comparison for estimate of correlation uncertainty)

similar QCD dynamics for V+ jet and Z+ jet ,
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BUT: different logarithmic effects from fragmentation even at pT≫ MV

W/Z+jet: mass cut-off  → log(pT/MV)  
    γ+ jet: Frixione-isolation cone of radius R0  → log(R0)

Consider dynamic γ-isolation with 
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• γdyn behaves like W or Z at pT > MV  
⇒justifies process-correlation estimate 

• Additional uncertainty: remnant part γfix − γdyn  
(through extra MC reweighting) 

and photons. The pT-fraction "0, the cone size R0, and the exponent n are free parameters
that allow one to control the amount of allowed QCD radiation in the vicinity of the
photon.

The photon-isolation prescription is applicable to QCD as well as to EW higher-order
corrections. At NLO EW, �+ jet production involves bremsstrahlung contributions with
two final-state photons. In this case, at least one isolated photon is required. The other
photon might become soft, guaranteeing cancellation of related soft and collinear singu-
larities in the virtual EW corrections. In case of two isolated photons in the final state,
the hardest photon is considered. In particular, an explicit photon isolation prescription
is mandatory at NLO EW in order to prevent uncancelled singularities from q ! q� split-
tings in the O(↵

2
↵S) mixed EW–QCD contributions from qq ! qq� and crossing-related

channels.
As a consequence of q ! q� collinear singularities and the need to apply a photon

isolation prescription, QCD corrections to pp ! �+ jet behave differently as compared to
Z/W+ jet production. A quantitative understanding of this difference and its implications
on the correlation of QCD uncertainties between �+ jet and Z+ jet production is crucial for
the extrapolation of �+ jet measurements to Z+ jet dark-matter backgrounds. At the TeV
scale, where pT,V � MW,Z , one might naively expect that differences between massive and
massless vector bosons tend to disappear from the viewpoint of QCD dynamics. However,
the presence of collinear q ! qV singularities at (N)NLO QCD implies a logarithmic
sensitivity to the vector-boson masses, which results, respectively in ln(pT,V /MV ) and
ln(R0) terms for the case of massive vector bosons and photons.

As discussed in Section 3, in order to quantify the correlation of QCD uncertainties
across different V+ jet processes, we propose a systematic approach to isolate QCD effects
that are process independent (at large pT,V ) from �+ jet specific ones. To this end we
introduce a modified photon isolation prescription, which is designed such as to render the
QCD dynamics of �+ jet and Z/W+ jet production as similar as possible at high pT. To
this end we introduce a dynamic cone radius

Rdyn(pT,� , "0) =
MZ

pT,�
p
"0

, (51)

which is chosen in such a way that the invariant mass of a photon-jet pair with R�j = Rdyn

and pT,j = "0 pT,� corresponds to the Z-boson mass, i.e.

M
2
�j ' pT,� pT,jR

2
�j = "0 p

2
T,�R

2
dyn = M

2
Z , (52)

where the first identity is valid in the small-R approximation. In this way, using a smooth
isolation with R0 = Rdyn(pT,� , "0) mimics the role of the Z- and W -boson masses as
regulators of collinear singularities in Z/W+jet production at high pT, while using a fixed
cone radius R0 would correspond to an effective M�j cut well beyond MZ,W , resulting in
a more pronounced suppression of QCD radiation in �+ jet production as compared to
Z/W+ jet.

Specifically, as default photon selection for the theoretical predictions10 in this study
we use the dynamic cone isolation defined through Eq. (50) and Eq. (51), with parameters

"0,dyn = 0.1, ndyn = 1, R0,dyn = min {1.0, Rdyn(pT,� , "dyn,0)} . (53)

Note that, in order to prevent that the veto against collinear QCD radiation is applied to
an excessively large region of phase space, the dynamic cone radius in Eq. (53) is limited to
Rdyn  1.0. As a result of this upper bound, for pT,� < MZ"

�1/2
0,dyn ' 290GeV the cone radius

10The same isolation prescription used for theory predictions should be applied also to their MC coun-
terparts d�MC/dx in the context of the reweighting procedure.
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(uncorrelated)



Mixed QCD-EW uncertainties
Estimate of non-factorising contributions 
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by universal ⌧cut-logarithms that should cancel against
virtual two-loop terms, and since such logarithms fac-
torise, their dominance can result in an underestima-
tion of non-factorising effects. Vice versa, excessively
large values of ⌧cut can lead to an overestimation of
non-factorising effects. This is due to the fact that in-
creasing ⌧cut enhances the difference between EW -
factors in Eq. (73) but also suppresses the cross section
of the V + 2-jet subprocess, rendering it a less and less
significant estimator of the behaviour of mixed correc-
tions for inclusive V+ jet production. Thus, excessively
small or large values of ⌧cut should be avoided.

Based on the above considerations, for the fit of the
⇠
(V ) coefficients we require that Eq. (73) is fullfilled in a

wide ⌧cut-range while keeping the �
V+2 jet

/�
V+1 jet ra-

tio at order one, in such a way that the V + 2 jet cross
section is neither too suppressed nor too enhanced. This
procedure is implemented using an N -jettiness cut pa-
rameter [84]. More precisely, we use the dimensionless
one-jettiness parameter

⌧1 =

X

k

mini

⇢
2pi · qk

Qi

p
ŝ

�
, (74)

where the pi are light-like vectors for each of the ini-
tial beams and the hardest final-state jet, and the Qi

characterise their respective hardness, which we set as
Qi = 2Ei. The hardest final-state jet is defined by ap-
plying an anti-kT algorithm with R=1 to all final-state
partons.15 The qk denote the four-momenta of any such
final-state parton, and

p
ŝ is the partonic centre-of-mass

energy. All quantities are defined in the hadronic centre-
of-mass system.

To isolate two-jet configurations against one-jet con-
figurations we require ⌧1 > ⌧cut, and the cut is varied
in the range 0.001  ⌧cut  0.04. As demonstrated
in Figure 15, this choice keeps the �

V+2 jet
/�

V+1 jet ra-
tio around order one, as desired. Moreover, we observe
that the estimator (73) remains quite stable with re-
spect to ⌧cut variations (see the solid lines in the right
plot). Non-factorising effects turn out to be generally
very small. They exceed the percent level only in the
TeV tails of the distributions. As illustrated by the gray
band in Figure 15 (right), setting

⇠
Z
= 0.1, ⇠

W
= 0.2, ⇠

�
= 0.4, (75)

guarantees an acceptable matching of the Ansatz (68)
to the estimator (73). More precisely, for W+ jet pro-
duction the shape of the Ansatz (68) tends to overesti-
mate the uncertainty in the pT range between one and
15In order to guarantee a proper cancellation of QCD and EW
singularities, the jet algorithm is applied to all QCD partons and
photons, excluding photons that are recombined with leptons, as
well as the leading identified photon in case of the �+jets process.

two TeV. However, we have checked that the Ansatz
becomes much less adequate if the full EW correction
in Eq. (67) is replaced by its non-Sudakov part.

The rather small values of the ⇠
(V ) coefficients con-

firm that the bulk of the EW and QCD corrections
factorise. However, in the case of W+ jet and �+ jet
production, the relative size of non-factorising correc-
tions appears to be rather significant. This is due to
the behaviour of the EW -factors in the multi-TeV re-
gion, where the difference between the EW -factors for
pp ! V + 1 jet and pp ! V + 2 jet is enhanced by the
presence of mixed EW–QCD interference contributions
in channels of type qq ! qqV (see the contributions
of type a.5 in Section 4.2). More precisely, EW–QCD
interference effects of O(↵S↵

2
) enhance the EW correc-

tions to pp ! V + 1 jet as a result of the opening of
the qq channel at NLO EW, while in pp ! V + 2 jet
the EW K-factor is not enhanced since the qq channel
is already open at LO. Based on this observation, and
also due to the fact that the main effect of the opening
of the qq channel is already reflected in the NLO QCD
K-factor for V +1 jet production, the above mentioned
EW–QCD interference effects could be excluded from
the factorisation prescription (64) and treated as a sepa-
rate contribution. As illustrated by the dashed curves in
Figure 15, this approach would lead to a drastic reduc-
tion of non-factorising effects, especially for �+ jet pro-
duction. Nevertheless, given that the effects observed
in Figure 15 are subdominant with respect to current
PDF and statistical uncertainties, in the present study
we refrain from implementing such a splitting.

Combination of QCD and EW corrections with related
uncertainties

Based on the above analysis, we recommend to combine
QCD and EW corrections according to the multiplica-
tive prescription (67), treating the non-factorising term
(68) as uncertainty and using the estimated ⇠

(V ) factors
given in Eq. (75). Including QCD and EW uncertain-
ties as specified in Eq. (39) and Eq. (58), this leads to

-0.04

-0.02

0

0.02

0.04 τcut > 0.001
τcut > 0.01
τcut > 0.04

(w/o QCD-EW int. in V+j)
ξ(V) κ

(V)
EW

Z(ℓ+ℓ−)+ jets

W+(ℓ+ν)+ jets

γ+ jets

pp → V+jets @ 13 TeV

κ
V
+

2
je

ts
N

L
O

E
W
−

κ
V
+

je
t

N
L

O
E

W

-0.04

-0.02

0

0.02

0.04

κ
V
+

2
je

ts
N

L
O

E
W
−

κ
V
+

je
t

N
L

O
E

W

100 200 500 1000 3000

-0.04

-0.02

0

0.02

0.04

pT,V [GeV]

κ
V
+

2
je

ts
N

L
O

E
W
−

κ
V
+

je
t

N
L

O
E

W
(tuned to cover above difference of EW K-factors )

26

and additive approach are far apart from each other,
such as in the presence of giant K-factors [19, 83], the
former turns out to be much more reliable. In general,
when QCD and EW corrections are simultaneously en-
hanced, the O(↵↵S) mixed terms that are controlled by
the multiplicative prescription can become quite signif-
icant. We also note that, thanks to the fact that the
relative EW correction factors 

(V )
EW(x) are essentially

insensitive to QCD scale variations, the scale depen-
dence of the multiplicative combination (64) is similar
as for pure N

k
LO QCD predictions. In contrast, the

additive approach (63) can suffer from sizable scale un-
certainties when EW corrections become large.

In order to estimate the typical size of higher-order
effects that are not captured by the factorised prescrip-
tion (64), we cast mixed QCD–EW corrections of O(↵↵S)

in the form

K
(V )
mix(x,µ) =

d
dx��

(V )
mix(x,µ)

d
dx�

(V )
LO

(x,µ0)

= 
(V )
NkLO(x,µ)

h

(V )
EW(x) + �

(V )
mix(x)

i
, (67)

and to model the non-factorising term we use the simple
Ansatz14

�
(V )
mix(x) = ⇠

(V )

(V )
EW(x). (68)

The expectation that the bulk of QCD and EW cor-
rections factorise implies that the absolute value of the
free process-dependent factors ⇠

(V ) should be well be-
low one. Note that Eq. (68) is equivalent to

�K
(V )
mix(x,µ) = ⇠

(V )
h
K

(V )
TH,⌦(x,µ)�K

(V )
TH,�(x,µ)

i
,

(69)

i.e. we assume that non-factorising EW–QCD mixed
terms are proportional to the difference between the
additive and multiplicative combination of QCD and
EW corrections.

The NLO EW corrections to pp ! V +2 jets [19, 51],
which represent a real–virtual contribution to the un-
known mixed EW–QCD NNLO corrections to V+ jet
production, can provide useful insights into the typ-
ical size of the ⇠

(V ) factors and the goodness of the
Ansatz (67)–(68). In particular, starting from the O(↵↵S)

contributions to Eq. (67),

K
(V )
NNLOmix(x,µ) = 

(V )
NLO

(x,µ)
h

(V )
NLOEW(x)

+ �
(V )
NNLOmix(x)

i
, (70)

it is possible to establish a relation between non-
factorising NNLO mixed corrections and the differences

14As discussed below, the goodness of this naive Ansatz will be
justified by fitting it to a realistic estimator of �(V )

mix
(x).

between NLO EW K-factors for V +2 jet and V +1 jet
production. To this end, we consider the identity
d
dx�

V+2 jets
NLOEW(x, ⌧cut) =

d
dx�

V+2 jets
LOQCD(x, ⌧cut)

⇥

h

V+1 jet
NLOEW(x) + �

(V )
NNLOmix(x, ⌧cut)

i
, (71)

which is obtained by multiplying both sides of Eq. (70)
by the LO QCD cross section for pp ! V +1 jet and re-
stricting the phase space to real–virtual contributions
with V + 2 jet final states. This restriction is imple-
mented by means of an N -jettiness [84] resolution pa-
rameter ⌧cut, as described in more detail below, and
the above equation should be understood as definition
of �(V )

NNLOmix(x, ⌧cut), which will be used as estimator
of �

(V )
NNLOmix(x) in Eq. (70). In Eq. (71) we use the

notation 
V+1 jet
NLOEW(x) = 

(V )
NLOEW(x), and we keep the

µ-dependence as implicitly understood, since the term
�

(V )
NNLOmix(x, ⌧cut) is expected to be quite stable with

respect to scale variations. Instead, the ⌧cut parame-
ter plays an important role since it acts as a cutoff of
infrared QCD singularities in the regions where the sec-
ond jet becomes soft or collinear. Based on the universal
behaviour of IR QCD effects, such singularities are ex-
pected to factorise into identical singular factors on the
left- and the right-hand side of Eq. (71). Thus, while
the �

(V )
NNLOmix(x, ⌧cut) term on the right-hand side de-

pends on ⌧cut, this dependence is expected to be free
from large ⌧cut-logarithms and thus reasonably mild.

As anticipated above, solving for �(V )
NNLOmix we ob-

tain the relation
�

(V )
NNLOmix(x, ⌧cut) = 

V+2 jets
NLOEW(x, ⌧cut)� 

V+1 jet
NLOEW(x),

(72)
which allows us to estimate non-factorising mixed ef-
fects in terms of the difference between the V + 2-jet
and V +1-jet EW -factors. To this end, we will match
the estimator (72) to the Ansatz (68). More precisely,
we will fix the free coefficients ⇠

(V ) in Eq. (68) in such
a way that
⇠
(V )


V+1 jet
NLOEW(x) >

⇠ 
V+2 jets
NLOEW(x, ⌧cut)� 

V+1 jet
NLOEW(x)

(73)
for the whole x-spectrum and within an appropriately
chosen ⌧cut range. Thanks to the cancellation of IR
QCD singularities in Eq. (72), the resulting ⇠

(V ) co-
efficients should be reasonably stable with respect to
the choice of the resolution parameter. Thus, ⌧cut can
be varied in a rather wide range. In principle one could
even consider the ⌧cut ! 0 limit of Eq. (73). However,
given that two-loop mixed EW–QCD contributions are
not taken into account, this limit does not converge to-
wards the full NNLO result corresponding to ⌧cut = 0.
Moreover, for very small values of ⌧cut the numera-
tor and denominator of V+2 jets

NLOEW(x, ⌧cut) are dominated
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non-factorising effects. This is due to the fact that in-
creasing ⌧cut enhances the difference between EW -
factors in Eq. (74) but also suppresses the cross section
of the V + 2-jet subprocess, rendering it a less and less
significant estimator of the behaviour of mixed correc-
tions for inclusive V+ jet production. Thus, excessively
small or large values of ⌧cut should be avoided.

Based on the above considerations, for the fit of the
⇠
(V ) coefficients we require that Eq. (74) is fullfilled in a

wide ⌧cut-range while keeping the �
V+2 jet

/�
V+1 jet ra-

tio at order one, in such a way that the V + 2 jet cross
section is neither too suppressed nor too enhanced. This
procedure is implemented using an N -jettiness cut pa-
rameter [84]. More precisely, we use the dimensionless
one-jettiness parameter

⌧1 =

X

k

mini

⇢
2pi · qk

Qi

p
ŝ

�
, (75)

where the pi are light-like vectors for each of the ini-
tial beams and the hardest final-state jet, and the Qi

characterise their respective hardness, which we set as
Qi = 2Ei. The hardest final-state jet is defined by ap-
plying an anti-kT algorithm with R=1 to all final-state
partons.14 The qk denote the four-momenta of any such
final-state parton, and

p
ŝ is the partonic centre-of-mass

energy. All quantities are defined in the hadronic centre-
of-mass system.

To isolate two-jet configurations against one-jet con-
figurations we require ⌧1 > ⌧cut, and the cut is varied
in the range 0.001  ⌧cut  0.04. As demonstrated
in Figure 15, this choice keeps the �

V+2 jet
/�

V+1 jet ra-
tio around order one, as desired. Moreover, we observe
that the estimator (74) remains quite stable with re-
spect to ⌧cut variations (see the solid lines in the right
plot). Non-factorising effects turn out to be generally
very small. They exceed the percent level only in the
TeV tails of the distributions. As illustrated by the gray
band in Figure 15 (right), setting

⇠
Z
= 0.1, ⇠

W
= 0.2, ⇠

�
= 0.4, (76)

guarantees an acceptable matching of the Ansatz (69)
to the estimator (74). The rather small values of the
⇠
(V ) coefficients confirm that the bulk of the EW and

QCD corrections factorise. However, in the case of W+ jet
and �+ jet production, the relative size of non-factorising
corrections appears to be rather significant. This is due
to the behaviour of the EW -factors in the multi-TeV
region, where the difference between the EW -factors
for pp ! V +1 jet and pp ! V +2 jet is enhanced by the
14In order to guarantee a proper cancellation of QCD and EW
singularities, the jet algorithm is applied to all QCD partons and
photons, excluding photons that are recombined with leptons, as
well as the leading identified photon in case of the �+jets process.

presence of mixed EW–QCD interference contributions
in channels of type qq ! qqV (see the contributions
of type a.5 in Section 4.2). More precisely, EW–QCD
interference effects of O(↵S↵

2
) enhance the EW correc-

tions to pp ! V + 1 jet as a result of the opening of
the qq channel at NLO EW, while in pp ! V + 2 jet
the EW K-factor is not enhanced since the qq channel
is already open at LO. Based on this observation, and
also due to the fact that the main effect of the opening
of the qq channel is already reflected in the NLO QCD
K-factor for V +1 jet production, the above mentioned
EW–QCD interference effects could be excluded from
the factorisation prescription (65) and treated as a sepa-
rate contribution. As illustrated by the dashed curves in
Figure 15, this approach would lead to a drastic reduc-
tion of non-factorising effects, especially for �+ jet pro-
duction. Nevertheless, given that the effects observed
in Figure 15 are subdominant with respect to current
PDF and statistical uncertainties, in the present study
we refrain from implementing such a splitting.

Combination of QCD and EW corrections with related
uncertainties

Based on the above analysis, we recommend to combine
QCD and EW corrections according to the multiplica-
tive prescription (68), treating the non-factorising term
(69) as uncertainty and using the estimated ⇠

(V ) factors
given in Eq. (76). Including QCD and EW uncertain-
ties as specified in Eq. (40) and Eq. (59), this leads to
the combination formula

K
(V )
TH (x, "QCD, "EW, "mix)

= K
(V )
TH,⌦(x, "QCD, "EW) + "mix �K

(V )
mix(x)

=

"
K

(V )
NkLO(x) +

3X

i=1

"QCD,i �
(i)
K

(V )
NkLO(x)

+

107X

i=1

"PDF,i �
(i)
K

(V )
PDF(x)

#

⇥

"
1 + 

(V )
EW(x) +

3X

i=1

"
(V )
EW,i

�
(i)

(V )
EW(x)

#

+ "mix �K
(V )
mix(x), (77)

where the uncertainty associated with non-factorising
mixed EW–QCD terms reads

�K
(V )
mix(x) = ⇠

(V )
h
K

(V )
NkLO(x)� 1

i

(V )
EW(x)

= ⇠
(V )

h
K

(V )
TH,�(x)�K

(V )
TH,⌦(x)

i
. (78)

The related nuisance parameter, "mix, should be Gaus-
sian distributed with one standard deviation correspond-
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Figure 2: The measured Emiss
T (left) and leading-jet pT (right) distributions in the W(! µ⌫)+jets (top), W(! e⌫)+jets

(middle), and Z/�⇤(! µ+µ�)+jets (bottom) control regions, for the Emiss
T > 250 GeV inclusive selection, compared

to the background predictions. The latter include the global normalization factors extracted from the fit. The error
bands in the ratios include the statistical and experimental uncertainties in the background predictions as determined
by the binned-likelihood fit to the data in the control regions. Where appropriate, the last bin of the distribution
contains overflows. The contributions from multijet and non-collision backgrounds are negligible and are not shown
in the figures.
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Figure 2: The measured Emiss
T (left) and leading-jet pT (right) distributions in the W(! µ⌫)+jets (top), W(! e⌫)+jets

(middle), and Z/�⇤(! µ+µ�)+jets (bottom) control regions, for the Emiss
T > 250 GeV inclusive selection, compared

to the background predictions. The latter include the global normalization factors extracted from the fit. The error
bands in the ratios include the statistical and experimental uncertainties in the background predictions as determined
by the binned-likelihood fit to the data in the control regions. Where appropriate, the last bin of the distribution
contains overflows. The contributions from multijet and non-collision backgrounds are negligible and are not shown
in the figures.
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Pure EW uncertainties

Pure EW uncertainties430

Assuming that the NLL Sudakov approximation at NNLO is comparably accu-431

rate as at NLO, we can consider unknown Sudakov logarithms beyond NNLO as432

the dominant source of EW uncertainty at high pT. Such O(↵
3
) Sudakov terms433

can be easily estimated via naive exponentiation, which implies the following434

relations between NLO, NNLO and NNNLO terms,435

�
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Sud '
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Sud

i2
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Sud '

1
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h
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Based on these relations, we estimate the uncertainty due to unknown high-pT438

EW effects beyond NNLO as439

�
(1)


(V )
EW(x) = �

(V )
NNLOSud(x) =

2

3

(V )
NLOEW(x)

(V )
NNLOSud(x), (34)440

which is an approximate implementation of eq. (33), obtained by neglecting441

effects from angular integration and multiplying the term �
(3)
Sud by a factor two,442

in order to be conservative. This rough estimate can be validated at NLO, where443

the uncertainty due to missing NNLO Sudakov effect, estimated with the naive444

exponentiation approach,445

�
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
(V )
EW(x) = �
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NLOEW(x) =
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h
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, (35)446

can be compared to the known NLL Sudakov results at NNLO. This is illustrated447

in Fig. 4, which demonstrates that eq. (35) (see green band) provides a fairly448

realistic estimate of NNLO EW corrections. The expected effects beyond NNLO,449

estimated according to eq. (34) turn out to be around ±5% in the multi-TeV450

tails.451

Besides Sudakov exponentiation effects, we introduce a second source of452

uncertainty, defined as 5% of the full NLO EW correction,453

�
(2)


(V )
EW(x) = 0.05

(V )
NLOEW(x). (36)454

This type of uncertainty has a twofold motivation. At high pT, it accounts for455

unknown terms of order ↵
2
ln

2
⇣

Q2

M2

⌘
that can arise from effects of the form456

⇣
↵

⇡

⌘2
�
(1)
hard �

(1)
Sud = NLO hard NLO Sud ' NLO hard NLOEW. (37)457

Here, in general, the non-Sudakov factor NLO hard = (
↵
⇡ )�

(1)
hard can amount to458

several percent, due e.g. to photon-bremstrahlung effects in highly exclusive459

observables. However, for the boson-pT distributions considered in this pa-460

per, the quality of the Sudakov approximation observed in Fig. 4 indicates that461

NLO hard is very small. Nevertheless, to be conservative, the uncertainty (36)462

can accomodate effects as large as NLO hard = 5%.463

As a second motivation, besides unknown logarithmically enhanced terms,464

the uncertainty (36) can account also for NNLO effects of type
�
↵
⇡

�2
�
(2)
hard. In465

this perspective, eq. (36) amounts to a bound on hard NNLO effects,466
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hard  0.05NLOEW = 0.05

⇣
↵

⇡

⌘
�
(1)
hard, (38)467
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Figure 5: NLO EW (left) and NLO EW+ NNLO Sudakov (right) -factors for
the various pp ! V+ jet processes at 13 TeV. The related uncertainties according
to eqs. (34), (36), and (39), are displayed as ratios �

(i)

(V )
EW, which correspond

to the relative impact of EW uncertainties on pT distributions. The uncertainty
�
(2)


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EW at NLO EW is based on the corresponding lower perturbative order,

i.e. �
(2)


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EW = 0.05, while the uncertainty �
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
(V )
EW is not defined at NLO EW.

which corresponds to a rather conservative bound, �(2)hard 
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hard,468

that should account also for situations where the NLO hard corretion is acci-469

dentally small with respect to its NNLO counterpart.470

In order to account for the limitations of the Sudakov approximation at471

NNLO in a sufficiently conservative way, we introduce an additional source of472

uncertainty defined as the difference between the rigorous NLL Sudakov approx-473

imation (32) and a naive exponentiation of the full NLO EW correction,474
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This expression provides an estimate of the typical size of terms of type
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In Fig. 4 we show absolute predictions and higher-order EW corrections478

at NLO and NNLO to the transverse-momentum distribution for the different479
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Figure 5: NLO EW (left) and NLO EW+ NNLO Sudakov (right) -factors for
the various pp ! V+ jet processes at 13 TeV. The related uncertainties according
to eqs. (34), (36), and (39), are displayed as ratios �
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EW, which correspond

to the relative impact of EW uncertainties on pT distributions. The uncertainty
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EW = 0.05, while the uncertainty �
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EW is not defined at NLO EW.

which corresponds to a rather conservative bound, �(2)hard 
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that should account also for situations where the NLO hard corretion is acci-469

dentally small with respect to its NNLO counterpart.470

In order to account for the limitations of the Sudakov approximation at471

NNLO in a sufficiently conservative way, we introduce an additional source of472

uncertainty defined as the difference between the rigorous NLL Sudakov approx-473

imation (32) and a naive exponentiation of the full NLO EW correction,474
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the various pp ! V+ jet processes at 13 TeV. The related uncertainties according
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EW is not defined at NLO EW.

which corresponds to a rather conservative bound, �(2)hard 
0.05⇡

↵ �
(1)
hard ' 20 �

(1)
hard,468

that should account also for situations where the NLO hard corretion is acci-469

dentally small with respect to its NNLO counterpart.470

In order to account for the limitations of the Sudakov approximation at471

NNLO in a sufficiently conservative way, we introduce an additional source of472

uncertainty defined as the difference between the rigorous NLL Sudakov approx-473

imation (32) and a naive exponentiation of the full NLO EW correction,474
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the various pp ! V+ jet processes at 13 TeV. The related uncertainties according
to eqs. (34), (36), and (39), are displayed as ratios �
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EW is not defined at NLO EW.

which corresponds to a rather conservative bound, �(2)hard 
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that should account also for situations where the NLO hard corretion is acci-469

dentally small with respect to its NNLO counterpart.470

In order to account for the limitations of the Sudakov approximation at471

NNLO in a sufficiently conservative way, we introduce an additional source of472

uncertainty defined as the difference between the rigorous NLL Sudakov approx-473

imation (32) and a naive exponentiation of the full NLO EW correction,474
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Additional uncorrelated uncertainties:

nNLO EW corrections at 1 TeV 
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