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SURFdrive

• Sync-and-share solution for Dutch universities and higher education

• Started in 2014 on april 1st. 

• Based on

• Owncloud

• Shibboleth

• Galera MariaDB+ProxySQL

• Redis/memcached/mcrouter/ApsaraCache

• Scality

• HAproxy



Number crunching



Number crunching

• Growth during the last 

months of 2016 as compared 

to the last months of 2017
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Number crunching

• Apps

 Pdfviewer (2000 times per day)

 Gallery (100 times per day

 Activity (40 times per day)

 Collabora (don’t know yet)

• Reads and writes

 2.5-3.5TB is read and written everyday

 1-1.6 million files are read and written every day



Number crunching

• 41 institutes

• There are substantial differences between institutes 

but on average more then 40% log in at least once 

per month

• 60% logs in at least once every three months



What happens when you enlarge the quota

• Better start buying storage



What happened since last CS3?

• Migration storage backend

• Repcached -> Mcrouter+Apsaracache

• Maxscale→ProxySQL

• Upgraded to Owncloud10

• Turned on:

• Pdfviewer

• Previews and Gallery

• Audio and video player

• Guestaccounts

• Default sharing permissions

• Custom groups



What are we going to do?

• Collaborative editing

 Collabora

 Currently testing with SURF, SURFmarket, SURFnet and SURFsara

 Looks OK

• API management portal

• Group accounts

• Other stuff we come up with





SURF Research Drive

• Research teams need storage area to share and manage data

• Collaboration with private industry

• Want to create their own logins

• Want to do datamanagement

• Can have their own branding if they want to

• Seemless integration with SURFdrive by means of federated sharing

• Integration possible with other SURFsara storage systems

• Pay per TB, not per user

• No 24x7 support 



SURFresearchdrive

• S3-based storage backend on Openstack SWIFT (multibucket setup)

• The rest of our infrastructure runs on our cloud infrastructure

• Webfrontends are (going to be) dockerised



SURFresearchdrive




