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Meetings so far
- 15.2.2017

- 12.5.2017
—27.10.2017



Purpose of SCF

Scientific Computing is prevalent

+more and more fields of science need considerable computing and data storage
resources

Funding agencies and the tax payer are interested In cost-effective solutions
+ foster common approaches
- efficient installations

- typically few MW class (due to reduced manpower overhead; profit from
economies of scale)



Overall Impressions on SCF

EXxpressions of support from several countries and delegates for the
establishment of the Forum — with CERN taking the lead

+requesting the possibility to follow the discussions and evolution
- keep RRB informed

Recelve presentations from various agencies and listen to reports of individuals



EIROForum

roved
m members ?2%-201 !
" the Strategy paper on
the

EUROfusion

C
inpUt to the E

Poseg t o’erateo’ sc/ent/ﬁc datg hup to deliver trusted data.,
fe ateq en ONmep; Where daty cornplies With the “FAIR~ principles
e, Interoperable, Re~usable). It wiyy levera e existing €rvices Mem, r
8
disciplinary, Socig/ angd geographical borders to becorne 4 Core feature 0
Cloud.
| d E

Nteng;y,
'ndab/e,
S Cros, be, ates and
fthe cience
Aboyt the EIROforum
EIROforum partners re j er reseay, rganisations - CERN, Esa, EMBL, ESO,
EuroFusion, European FEL, ang ESRF _ ring g ciplines ranging from particle physics, SPace
SCience a iolo, Y fusjo research, astronomy, and neutron ang photon sciences. The Partne,
organisati €atry, European governance, funding ang rernit, and jp Man, Caseg Share a bal
€hgag ent, They are Worly leaders in bagjc research, as wey as jp rnanagi d o Tating arge
research infrastructures ang facilities. The EIROforum Collapg, tion jg Ing Fy,
its fuly potential through exploiting its unparalle Soy, , facil i de
international facilities and human resource ory
individu / organisations, ievip, Worlq.
1 intergj; fiel
a € trang tech
aPPIl 1es

SCience reach
XPertjs - By ¢,
XCeeds the Sear,
ass SCien ific
0 Works closely
nology.

L
European XFE

" [ /
/
/
/
/
/
C
p /



Some strategic developments

Square Kilometer Array (SKA) will have
similar demands in data storage and
computing In the mid 20ies

CERN and SKA concluded a
collaboration agreement on exascale
computing and data storage

Just one example of
strategice alliance

July 14, 2017




Some recent developments

- Common folklore:

HPC (supercomputers) require specialised code;

“o,

n
HEP applications are data intensive hence; HTC (high throughput). Ier l—‘me
But:

- MC easily runs on HPC; even better as cross section calculations and Geant 4
are further developed

- Modern middleware allows to port the analysis code to HPC in an efficient way

- need the software support of HPC centres;
next SCF will focus on HPC



Community White Paper

- HEP Community has been working to produce a White Paper (CWP) which is
about to be released

+ Report in next SCF

+ Describes the soft- and hardware developments required for the
mid 20ies.

Adiabatic transition to the
computing for HL-LHC



Summary on SCF

- SCF seems to be a useful discussion forum

* open to everyone (as long as we can entertain a discussion)
https://indico.cern.ch/category/9249/

+ 1ries to help shape ideas and programme
+ strategic tool for planners of computing installations
- Topical decisions are taken in WLCG

» under scrutiny of RRB



