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Comparing BSM theories to data

• Lots of theories for BSM physics


• For each theory, a parameter space 
of varying phenomenology


• Many different experiments can 
constrain each theory
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Comparing BSM theories to data

• Lots of theories for BSM physics


• For each theory, a parameter space 
of varying phenomenology


• Many different experiments can 
constrain each theory

Consistently compare theories 
against all available data: global fits
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Global fits
• Calculate combined likelihood function including observables 

from collider physics, dark matter, flavor physics, +++


 

• Use sophisticated scanning techniques to explore likelihood 
function across the parameter space of the theory


• Test parameter regions in a statistically sensible way — not just 
single points (parameter estimation) 

• Test different theories the same way (model comparison) 

Need a tool designed to work with different theories, scanners, 
observables and theory calculators 

L = LcolliderLDMLflavorLEWPO . . .
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GAMBIT 
The Global And Modular BSM Inference Tool

• A new framework for BSM global fits


• Fully open source 

• Modular design: easily extended with  
— new models 
— new likelihoods 
— new theory calculators 
— new scanning algorithms


• Use external codes (backends) as runtime plugins 
— Currently supported:  
     C, C++, Fortran, Mathematica 
— Coming soon: Python


• Two-level parallellization with MPI and OpenMP


• Hierarchical model database  

• Flexible output streams (ASCII, HDF5, …)


• Many scanners and backends already included 

gambit.hepforge.org
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G AM B I TA. Kvellestad

G AM B I T

5



G AM B I TA. Kvellestad

First results 

• Scalar singlet dark matter  
arXiv:1705.07931  

• GUT-scale MSSM  
CMSSM, NUHM1, NUHM2 
arXiv:1705.07935  
 

• Weak-scale MSSM7 
arXiv:1705.07917
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Fig. 2: Left: The profile likelihood ratio in the CMSSM, for m
0

and m
1/2

(top) and tan — and A
0

(bottom), with explicit 68%
and 95% CL contour lines drawn in white, and the best fit point indicated by a star. Right: Colour-coding shows the mechanisms
active in models within the 95% CL contour for avoiding thermal overproduction of neutralino dark matter, through either
chargino co-annihilation, resonant annihilation via the A/H funnel, or stop co-annihilation. Other potential mechanisms (e.g. stau
co-annihilation) are not present, as they do not lie within the 95% CL contour.

We now see that relaxing the relic density con-
straint to an upper limit opens up a much richer set of
phenomenologically-viable scenarios, with lighter Hig-
gsino or mixed Higgino-bino LSPs. From the perspective
of global fits, treating the relic density as an upper bound
is a conservative approach, and allows us to test whether
the preference for heavy spectra found in recent studies
[115, 146, 308] persists even when a greater variety of
light LSPs is permitted.

The right panel of Fig. 1 shows that at 95% CL,
all of the identified annihilation mechanisms (stop co-
annihilation, A/H-funnel and chargino co-annihilation)
permit solutions where the measured relic density is fully
accounted for, as well as scenarios where only a very

small fraction of the DM relic abundance is explained
in the CMSSM. The fit does not demonstrate any clear
preference for the relic density to be under-abundant or
very close to the measured value. Looking at the top
of this plot, we indeed see the established picture for
chargino co-annihilation discussed above, where a pure
Higgsino DM candidate should have a mass of around
1 TeV to fit the observed relic density.

In Fig. 2, we show 2D CMSSM joint profile likeli-
hoods for m

0

and m
1/2

, as well as for tan — and A
0

.
Here the plots include both positive and negative µ, and
are again coloured by relic density mechanism. We see
a large region of high likelihood at large m

0

and m
1/2

,
consisting of overlapping chargino co-annihilation and
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Fig. 3: Left: Joint profile likelihoods in the µ–M
1

(top) and M
2

–m
˜f planes (bottom). Stars indicate the point of highest likelihood

in each plain, and white contours correspond to the 1‡ and 2‡ CL regions with respect to the best-fit point. Right: Coloured regions
indicating in which parts of the 2‡ best-fit region di�erent co-annihilation and funnel mechanisms contribute to keeping the relic
density low. The best-fit point in each region is indicated by a star with the corresponding colour.

of Fig. 3). Because the MSSM7 employs a common
sfermion soft-mass parameter m2

˜f
at the input scale

(Q = 1 TeV in our case), mass splittings among di�er-
ent sfermions are mostly generated by varying amounts
of mixing. In comparison, the contribution from RGE
running from Q = 1 TeV to Q = M

SUSY

, which splits
m2

˜f
into individual soft masses, is generally subdomi-

nant.
In the tree-level stop mass matrix the o�-

diagonal element is vyt(Au3 sin — ≠ µ cos —), while it
is vyb,· (Ad3 cos — ≠ µ sin —) in the sbottom and stau
mass matrices, where yt,b,· are the fermion Yukawa cou-
plings and v ¥ 246 GeV. Because increased left-right
mixing reduces the mass of the lighter of the two mass
eigenstates, the large top Yukawa ensures that t̃

1

is the

lightest sfermion across most of the allowed parameter
space (including for models that exhibit sbottom co-
annihilation). With 3 Æ tan — Æ 70 the terms Au3 sin —
(stop) and µ sin — (sbottom and stau) dominate the
sfermion mixing in large regions of parameter space.
The dependence on large µ to obtain a sbottom mass
significantly lower than the mass set by the common
m

˜f parameter explains why the sbottom co-annihilation
region does not extend as far to small µ as the stop co-
annihilation region in Fig. 3. Also, since yb ¥ 2.5y· , the
lightest stau remains heavier than the lightest sbottom
in the regions of parameter space with large mixing for
the down-type sfermions, which explains the absence
of any region dominated by stau co-annihilation in our
results.
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Fig. 3: Left: Joint profile likelihoods in the µ–M
1

(top) and M
2

–m
˜f planes (bottom). Stars indicate the point of highest likelihood

in each plain, and white contours correspond to the 1‡ and 2‡ CL regions with respect to the best-fit point. Right: Coloured regions
indicating in which parts of the 2‡ best-fit region di�erent co-annihilation and funnel mechanisms contribute to keeping the relic
density low. The best-fit point in each region is indicated by a star with the corresponding colour.

of Fig. 3). Because the MSSM7 employs a common
sfermion soft-mass parameter m2

˜f
at the input scale

(Q = 1 TeV in our case), mass splittings among di�er-
ent sfermions are mostly generated by varying amounts
of mixing. In comparison, the contribution from RGE
running from Q = 1 TeV to Q = M

SUSY

, which splits
m2

˜f
into individual soft masses, is generally subdomi-

nant.
In the tree-level stop mass matrix the o�-

diagonal element is vyt(Au3 sin — ≠ µ cos —), while it
is vyb,· (Ad3 cos — ≠ µ sin —) in the sbottom and stau
mass matrices, where yt,b,· are the fermion Yukawa cou-
plings and v ¥ 246 GeV. Because increased left-right
mixing reduces the mass of the lighter of the two mass
eigenstates, the large top Yukawa ensures that t̃

1

is the

lightest sfermion across most of the allowed parameter
space (including for models that exhibit sbottom co-
annihilation). With 3 Æ tan — Æ 70 the terms Au3 sin —
(stop) and µ sin — (sbottom and stau) dominate the
sfermion mixing in large regions of parameter space.
The dependence on large µ to obtain a sbottom mass
significantly lower than the mass set by the common
m

˜f parameter explains why the sbottom co-annihilation
region does not extend as far to small µ as the stop co-
annihilation region in Fig. 3. Also, since yb ¥ 2.5y· , the
lightest stau remains heavier than the lightest sbottom
in the regions of parameter space with large mixing for
the down-type sfermions, which explains the absence
of any region dominated by stau co-annihilation in our
results.
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Fig. 5: Marginalised posterior distributions of the scalar singlet parameters, in low-mass (left) and full-range (right) scans. White
contours mark out 1‡ and 2‡ credible regions in the posterior. The posterior mean of each scan is shown as a white circle. Grey
contours show the profile likelihood 1‡ and 2‡ confidence regions, for comparison. The best-fit (maximum likelihood) point is
indicated with a grey star.

Mode Statistic Relic density condition ⁄hS mS (GeV) œSh2 log(L) ∆ ln L
Low mass Best fit œSh2 . œDM h2 6.5 ◊ 10≠4 62.51 0.0179 4.566 0.107

Best fit œSh2 ≥ œDM h2 2.9 ◊ 10≠4 62.27 0.1129 4.431 0.242
Posterior mean œSh2 . œDM h2 4.3 ◊ 10≠3 60.28

High mass Best fit œSh2 . œDM h2 9.9 132.5 1.2 ◊ 10≠8 4.540 0.133
Best fit œSh2 ≥ œDM h2 3.1 9.790 ◊ 103 0.1131 4.311 0.362
Posterior mean œSh2 . œDM h2 3.0 1867

Table 5: Details of the best-fit points and posterior means, di�erentiated into the two main likelihood modes. Best fits are given
for the case where the singlet relic density is within 1‡ of its observed value, and for the case where singlet particles may be a
sub-dominant component of dark matter. We omit the values of the 13 nuisance parameters, as they do not deviate significantly
from the central values of their associated likelihood functions.

parameters to which points in this region are rather
sensitive, such as the mass of the Higgs. The penalty is
su�ciently severe that this region drops outside the 2‡
credible region in the mS-⁄hS plane. We therefore focus
only on the high mass modes in the righthand panel of
Fig. 5, where we show the posterior from the full-range
scan.

Because it is restricted to the resonance region, the
low-range scan (left panel of Fig. 5) shows the expected
relative posterior across this region. The fact that the
resonance is so strongly disfavoured in the full-range
posterior scan is an indication of its heavy fine-tuning,
a property that is naturally penalised in a Bayesian
analysis. This mode of the posterior accounts for less
than 0.4% of the total posterior mass, indicating that it
is disfavoured at almost 3‡ confidence.

For the sake of understanding the prior dependence
of our posteriors, we also carried out a single scan of the
full parameter range with flat instead of log priors on

mS and ⁄hS, using MultiNest with the same full-range
settings as in Table 3. Unsurprisingly, the resulting
posterior is strongly driven by this (inappropriate) choice
of prior, concentrating all posterior mass into the corner
of the parameter space at large ⁄hS and mS. The 1‡
region lies above ⁄hS ≥ 3, mS ≥ 3 TeV, and the 2‡

region above ⁄hS ≥ 1, mS ≥ 1 TeV.

4.4 Vacuum stability

Finally, we check vacuum stability for some interesting
benchmark points.

So far, our calculations have not required any renor-
malisation group evolution or explicit computation of
pole masses. We have simply taken the tree-level expres-
sion for mS (Eq. 2) to indicate the pole mass, and varied
it and ⁄hS as free parameters. To test vacuum stability
using MS renormalisation group equations (RGEs), we
need to instead use these parameters along with the
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Fig. 1: Profile likelihoods for the scalar singlet model, in the plane of the singlet parameters ⁄hS and mS. Contour lines mark out
the 1‡ and 2‡ confidence regions. The left panel shows the resonance region at low singlet mass, whereas the right panel shows the
full parameter range scanned. The best-fit (maximum likelihood) point is indicated with a white star, and edges of the allowed
regions corresponding to solutions where S constitutes 100% of dark matter are indicated in orange.

Fig. 2: Profile likelihoods for the scalar singlet model, in various planes of observable quantities against the singlet mass. Contour
lines mark out the 1‡ and 2‡ confidence regions. Greyed regions indicate values of observables that are inaccessible to our scans, as
they correspond to non-perturbative couplings ⁄hS > 10, which lie outside the region of our scan. Note that the exact boundary
of this region moves with the values of the nuisance parameters, but we have simply plotted this for fixed central values of the
nuisances, as a guide. The best-fit (maximum likelihood) point is indicated with a white star, and edges of the allowed regions
corresponding to solutions where S constitutes 100% of dark matter are indicated in orange. Left: late-time thermal average of the
cross-section times relative velocity; Centre: spin-independent WIMP-nucleon cross-section; Right: relic density.

the allowed regions we have found. These edges are indi-
cated with orange annotations in Figs. 1 and 2. At high
singlet masses, the value of the late-time thermal cross-
section (Eq. 4 for T = 0) corresponding to this strip is
equal to the canonical ‘thermal’ scale of 10≠26 cm3 s≠1.
At low masses, this strip runs along the lower edge of
the resonance ‘triangle’ only, as indirect detection rules
out models with œSh2 = 0.119 near the vertical edge
(at mS = 62 GeV).

In Fig. 2, we also show in grey the regions corre-
sponding to Higgs-portal couplings above our maximum

considered value, ⁄hS = 10, in order to give some rough
idea of the area of these plots that we have not scanned
(and the area that should almost certainly be excluded
on perturbativity grounds were we to do so). We note
that at large mS, the highest-likelihood regions are all
at quite large coupling values, where the annihilation
cross-section is so high, and the resulting relic density is
so low, that all direct and indirect signals are essentially
absent – but where perturbativity of the model begins
to become an issue.
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Fig. 2: Left: The profile likelihood ratio in the CMSSM, for m
0

and m
1/2

(top) and tan — and A
0

(bottom), with explicit 68%
and 95% CL contour lines drawn in white, and the best fit point indicated by a star. Right: Colour-coding shows the mechanisms
active in models within the 95% CL contour for avoiding thermal overproduction of neutralino dark matter, through either
chargino co-annihilation, resonant annihilation via the A/H funnel, or stop co-annihilation. Other potential mechanisms (e.g. stau
co-annihilation) are not present, as they do not lie within the 95% CL contour.

We now see that relaxing the relic density con-
straint to an upper limit opens up a much richer set of
phenomenologically-viable scenarios, with lighter Hig-
gsino or mixed Higgino-bino LSPs. From the perspective
of global fits, treating the relic density as an upper bound
is a conservative approach, and allows us to test whether
the preference for heavy spectra found in recent studies
[115, 146, 308] persists even when a greater variety of
light LSPs is permitted.

The right panel of Fig. 1 shows that at 95% CL,
all of the identified annihilation mechanisms (stop co-
annihilation, A/H-funnel and chargino co-annihilation)
permit solutions where the measured relic density is fully
accounted for, as well as scenarios where only a very

small fraction of the DM relic abundance is explained
in the CMSSM. The fit does not demonstrate any clear
preference for the relic density to be under-abundant or
very close to the measured value. Looking at the top
of this plot, we indeed see the established picture for
chargino co-annihilation discussed above, where a pure
Higgsino DM candidate should have a mass of around
1 TeV to fit the observed relic density.

In Fig. 2, we show 2D CMSSM joint profile likeli-
hoods for m

0

and m
1/2

, as well as for tan — and A
0

.
Here the plots include both positive and negative µ, and
are again coloured by relic density mechanism. We see
a large region of high likelihood at large m

0

and m
1/2

,
consisting of overlapping chargino co-annihilation and
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Fig. 3: Left: Joint profile likelihoods in the µ–M
1

(top) and M
2

–m
˜f planes (bottom). Stars indicate the point of highest likelihood

in each plain, and white contours correspond to the 1‡ and 2‡ CL regions with respect to the best-fit point. Right: Coloured regions
indicating in which parts of the 2‡ best-fit region di�erent co-annihilation and funnel mechanisms contribute to keeping the relic
density low. The best-fit point in each region is indicated by a star with the corresponding colour.

of Fig. 3). Because the MSSM7 employs a common
sfermion soft-mass parameter m2

˜f
at the input scale

(Q = 1 TeV in our case), mass splittings among di�er-
ent sfermions are mostly generated by varying amounts
of mixing. In comparison, the contribution from RGE
running from Q = 1 TeV to Q = M

SUSY

, which splits
m2

˜f
into individual soft masses, is generally subdomi-

nant.
In the tree-level stop mass matrix the o�-

diagonal element is vyt(Au3 sin — ≠ µ cos —), while it
is vyb,· (Ad3 cos — ≠ µ sin —) in the sbottom and stau
mass matrices, where yt,b,· are the fermion Yukawa cou-
plings and v ¥ 246 GeV. Because increased left-right
mixing reduces the mass of the lighter of the two mass
eigenstates, the large top Yukawa ensures that t̃

1

is the

lightest sfermion across most of the allowed parameter
space (including for models that exhibit sbottom co-
annihilation). With 3 Æ tan — Æ 70 the terms Au3 sin —
(stop) and µ sin — (sbottom and stau) dominate the
sfermion mixing in large regions of parameter space.
The dependence on large µ to obtain a sbottom mass
significantly lower than the mass set by the common
m

˜f parameter explains why the sbottom co-annihilation
region does not extend as far to small µ as the stop co-
annihilation region in Fig. 3. Also, since yb ¥ 2.5y· , the
lightest stau remains heavier than the lightest sbottom
in the regions of parameter space with large mixing for
the down-type sfermions, which explains the absence
of any region dominated by stau co-annihilation in our
results.
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(Q = 1 TeV in our case), mass splittings among di�er-
ent sfermions are mostly generated by varying amounts
of mixing. In comparison, the contribution from RGE
running from Q = 1 TeV to Q = M

SUSY

, which splits
m2

˜f
into individual soft masses, is generally subdomi-

nant.
In the tree-level stop mass matrix the o�-

diagonal element is vyt(Au3 sin — ≠ µ cos —), while it
is vyb,· (Ad3 cos — ≠ µ sin —) in the sbottom and stau
mass matrices, where yt,b,· are the fermion Yukawa cou-
plings and v ¥ 246 GeV. Because increased left-right
mixing reduces the mass of the lighter of the two mass
eigenstates, the large top Yukawa ensures that t̃

1

is the

lightest sfermion across most of the allowed parameter
space (including for models that exhibit sbottom co-
annihilation). With 3 Æ tan — Æ 70 the terms Au3 sin —
(stop) and µ sin — (sbottom and stau) dominate the
sfermion mixing in large regions of parameter space.
The dependence on large µ to obtain a sbottom mass
significantly lower than the mass set by the common
m

˜f parameter explains why the sbottom co-annihilation
region does not extend as far to small µ as the stop co-
annihilation region in Fig. 3. Also, since yb ¥ 2.5y· , the
lightest stau remains heavier than the lightest sbottom
in the regions of parameter space with large mixing for
the down-type sfermions, which explains the absence
of any region dominated by stau co-annihilation in our
results.
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Fig. 5: Marginalised posterior distributions of the scalar singlet parameters, in low-mass (left) and full-range (right) scans. White
contours mark out 1‡ and 2‡ credible regions in the posterior. The posterior mean of each scan is shown as a white circle. Grey
contours show the profile likelihood 1‡ and 2‡ confidence regions, for comparison. The best-fit (maximum likelihood) point is
indicated with a grey star.

Mode Statistic Relic density condition ⁄hS mS (GeV) œSh2 log(L) ∆ ln L
Low mass Best fit œSh2 . œDM h2 6.5 ◊ 10≠4 62.51 0.0179 4.566 0.107

Best fit œSh2 ≥ œDM h2 2.9 ◊ 10≠4 62.27 0.1129 4.431 0.242
Posterior mean œSh2 . œDM h2 4.3 ◊ 10≠3 60.28

High mass Best fit œSh2 . œDM h2 9.9 132.5 1.2 ◊ 10≠8 4.540 0.133
Best fit œSh2 ≥ œDM h2 3.1 9.790 ◊ 103 0.1131 4.311 0.362
Posterior mean œSh2 . œDM h2 3.0 1867

Table 5: Details of the best-fit points and posterior means, di�erentiated into the two main likelihood modes. Best fits are given
for the case where the singlet relic density is within 1‡ of its observed value, and for the case where singlet particles may be a
sub-dominant component of dark matter. We omit the values of the 13 nuisance parameters, as they do not deviate significantly
from the central values of their associated likelihood functions.

parameters to which points in this region are rather
sensitive, such as the mass of the Higgs. The penalty is
su�ciently severe that this region drops outside the 2‡
credible region in the mS-⁄hS plane. We therefore focus
only on the high mass modes in the righthand panel of
Fig. 5, where we show the posterior from the full-range
scan.

Because it is restricted to the resonance region, the
low-range scan (left panel of Fig. 5) shows the expected
relative posterior across this region. The fact that the
resonance is so strongly disfavoured in the full-range
posterior scan is an indication of its heavy fine-tuning,
a property that is naturally penalised in a Bayesian
analysis. This mode of the posterior accounts for less
than 0.4% of the total posterior mass, indicating that it
is disfavoured at almost 3‡ confidence.

For the sake of understanding the prior dependence
of our posteriors, we also carried out a single scan of the
full parameter range with flat instead of log priors on

mS and ⁄hS, using MultiNest with the same full-range
settings as in Table 3. Unsurprisingly, the resulting
posterior is strongly driven by this (inappropriate) choice
of prior, concentrating all posterior mass into the corner
of the parameter space at large ⁄hS and mS. The 1‡
region lies above ⁄hS ≥ 3, mS ≥ 3 TeV, and the 2‡

region above ⁄hS ≥ 1, mS ≥ 1 TeV.

4.4 Vacuum stability

Finally, we check vacuum stability for some interesting
benchmark points.

So far, our calculations have not required any renor-
malisation group evolution or explicit computation of
pole masses. We have simply taken the tree-level expres-
sion for mS (Eq. 2) to indicate the pole mass, and varied
it and ⁄hS as free parameters. To test vacuum stability
using MS renormalisation group equations (RGEs), we
need to instead use these parameters along with the
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Fig. 1: Profile likelihoods for the scalar singlet model, in the plane of the singlet parameters ⁄hS and mS. Contour lines mark out
the 1‡ and 2‡ confidence regions. The left panel shows the resonance region at low singlet mass, whereas the right panel shows the
full parameter range scanned. The best-fit (maximum likelihood) point is indicated with a white star, and edges of the allowed
regions corresponding to solutions where S constitutes 100% of dark matter are indicated in orange.

Fig. 2: Profile likelihoods for the scalar singlet model, in various planes of observable quantities against the singlet mass. Contour
lines mark out the 1‡ and 2‡ confidence regions. Greyed regions indicate values of observables that are inaccessible to our scans, as
they correspond to non-perturbative couplings ⁄hS > 10, which lie outside the region of our scan. Note that the exact boundary
of this region moves with the values of the nuisance parameters, but we have simply plotted this for fixed central values of the
nuisances, as a guide. The best-fit (maximum likelihood) point is indicated with a white star, and edges of the allowed regions
corresponding to solutions where S constitutes 100% of dark matter are indicated in orange. Left: late-time thermal average of the
cross-section times relative velocity; Centre: spin-independent WIMP-nucleon cross-section; Right: relic density.

the allowed regions we have found. These edges are indi-
cated with orange annotations in Figs. 1 and 2. At high
singlet masses, the value of the late-time thermal cross-
section (Eq. 4 for T = 0) corresponding to this strip is
equal to the canonical ‘thermal’ scale of 10≠26 cm3 s≠1.
At low masses, this strip runs along the lower edge of
the resonance ‘triangle’ only, as indirect detection rules
out models with œSh2 = 0.119 near the vertical edge
(at mS = 62 GeV).

In Fig. 2, we also show in grey the regions corre-
sponding to Higgs-portal couplings above our maximum

considered value, ⁄hS = 10, in order to give some rough
idea of the area of these plots that we have not scanned
(and the area that should almost certainly be excluded
on perturbativity grounds were we to do so). We note
that at large mS, the highest-likelihood regions are all
at quite large coupling values, where the annihilation
cross-section is so high, and the resulting relic density is
so low, that all direct and indirect signals are essentially
absent – but where perturbativity of the model begins
to become an issue.
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• DarkBit: relic density, gamma ray signal yields, ID/DD likelihoods
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Scanner performance comparison (arXiv:1705.07959)

Extensive scanner tests on scalar singlet model with di�erent
numbers of nuisance paramters
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Hierarchical model database 

G A M B I T

Hierarchical Model Database (arXiv:1705.07908)

Models are defined by their parameters and relations to each
other
Models can inherit from (be subspaces of) parent models
Points in child models can be automatically translated to
ancestor models
Friend models also allowed (cross-family translation)
Model dependence of every function/observable is tracked
=∆ maximum safety, maximum reuse

NormalDist

StandardModel_Higgs_running StandardModel_Higgs

MSSM63atQ

MSSM30atQ

MSSM63atMGUT

MSSM25atQ

MSSM24atQ

MSSM20atQ

StandardModel_SLHA2

MSSM19atQ MSSM16atQ

MSSM30atMGUT

NUHM2 NUHM1 CMSSM mSUGRA

SingletDM_running SingletDM

nuclear_params_fnq nuclear_params_sigma0_sigmal nuclear_params_sigmas_sigmal MSSM11atQ

MSSM15atQ

MSSM10atQ

MSSM10batQ

MSSM9atQ

MSSM7atQ

MSSM10catQ

Halo_gNFW
Halo_gNFW_rho0

Halo_gNFW_rhos
Halo_Einasto

Halo_Einasto_rho0

Halo_Einasto_rhos

WC

Pat Scott – Sep 13 2017 – TOOLS::Corfu GAMBIT: The Global and Modular BSM Inference Tool

• A model is a collection of named parameters


• Models can be related (e.g. MSSM9 is a parent of MSSM7)


• Points in child model automatically translated to ancestor models


• Ensures maximum reuse of calculations and minimizes risk of mistakes 
and inconsistencies
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Physics modules 

• Basic building blocks: module functions 

• A physics module: a collection of module 
functions related to the same physics topic


• Each module function has a single capability 
(what it calculates) 


• A module function can have dependencies 
on the results of other module functions


• A module function can declare which 
models it can work with 

• GAMBIT determines which module functions 
should be run in which order for a given scan 
(dependency resolution) 

12
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Fig. 1: Schematic diagram of the ColliderBit processing chain for
LHC likelihoods.

For many models, these are the state-of-the-art. For
models where an NLO (or better) calculation exists,
e.g the MSSM, this is a conservative approximation, as
the k-factors are predominantly greater than one. The
LO+LL MSSM cross-sections are considerably quicker
to evaluate than the full NLO results obtained using
e.g. Prospino [42–44]. A single evaluation of just the
strong production cross-sections for a CMSSM bench-
mark point, with all relevant processes kinematically
available, takes around 15 minutes of CPU time on a
modern processor using Prospino 2.1 (Intel Core i5 at
2.6GHz). This is clearly unusable in a scan where the
evaluation of a single parameter point must be done in
times on the order of a few seconds. Although a fast
interpolation routine with added NLL corrections ex-
ists in NLL-fast [45–49], this interpolation is limited to
models with degenerate squark masses.

With the improvement to NLO+NLL, the error from
the factorisation and renormalisation scales has been
shown to be as low as 10% [46] for a wide range of
processes and masses; however, PDF and ↵s uncertain-
ties must be included in the total error budget. These
increase with the sparticle masses because the PDFs are
most poorly constrained at large scales and at large par-
ton x. As an example, at 8 TeV NLL-fast 2.1 gives errors
of (+24.3%,�22.2%) and (+8.3%,�7.3%), for the PDF
and ↵s, respectively, using the MSTW2008NLO PDF
set [50], with gluino and squark masses set to 1.5 TeV.

Num. cores t (105 events) Speed-up

1 479 sec 1
4 148 sec 3.2
8 121 sec 4.0
16 79 sec 6.1
20 81 sec 5.9

Table 1: Time taken for the ColliderBit LHC likelihood calcula-
tion as a function of the number of cores, for 100,000 SUSY events
at the SPS1a parameter point [53, 54], including all sub-processes.
The processes were run on a single computer node, with ISR, FSR,
and full hadronisation enabled, but multiple parton interactions
and tau decay spin correlations disabled. GAMBIT was compiled
with full optimisation settings (cf. Section 11 of Ref. [1]).

Because 1.5 TeV is at the edge of the LHC reach at that
energy, the total error budget here will not drop much
below 25% even with NLO+NLL cross-sections.3

In light of the above, we take the conservative path
of calculating likelihoods with the LO Pythia 8 cross-
sections for the LHC. Assigning errors to these cross-
sections is rather meaningless, considering the mono-
tonic nature of LO scale-dependence, and the fact that
the LO cross-sections in BSM models are known to al-
most always lie significantly below the NLO and higher
order cross-section, sometimes by as much as a factor
of two.4 The LO cross-sections are hence nearly always
more conservative than the lower edge of the most pes-
simistic NLO uncertainty band due to renormalisation
scale systematics. We have verified that this choice, com-
bined with the approximations used in the event and
detector simulation, results in limits equal to or more
conservative than those in the included ATLAS and
CMS analyses (see Section 2.1.7). In future releases we
will allow the user to supply cross-sections as input to
the event generation, allowing one to calculate them
using any preferred choice of external code (known in
GAMBIT as a “backend”).

2.1.4 Monte Carlo event generation

For the ColliderBit event generation, we supply an inter-
face to the Pythia 8 [38, 39] event generator, alongside
custom code that parallelises the main event loop of
Pythia using OpenMP.5 This substantially reduces the
runtime, as seen in Table 1.

For the purposes of BSM searches, many time-
consuming generator components also add little to the

3With the CTEQ6.6M PDF set [51], the errors increase to
(+63.1%,�38.5%) and (+15.6%,�10.3%); these uncertainties
will reduce somewhat as PDF fits including higher-x LHC data
become available.
4For a recent thorough exploration of K-factors in the MSSM up
to approximate NNLO+NNLL order see [? ] and Fig. 2 within.
5For an earlier similar approach, see Ref. [52].

• Higgs: Connect HiggsBounds and 
HiggsSignals as backends (more to come) 

• LEP limits (SUSY): Calculate 
and check against published limits 


• LHC particle searches: Full Poisson  
likelihood from fast MC simulation of LHC 
searches


• Parallellized MC event generation and 
analysis loop inside ColliderBit


• Event generation with Pythia 8


• Fast detector simulator: BuckFast 
(4-vector smearing)  

� ⇥BR

[arXiv:1705.07919]



G AM B I TA. Kvellestad

ColliderBit

15

5

Cross-section calculation
Veto point if small
Default: Pythia 8

MC event
generation

Default: Pythia 8

Detector
simulation

Default: BuckFast

Event analyses

. . .
N cores

(OpenMP)

MC event
generation

Default: Pythia 8

Detector
simulation

Default: BuckFast

Event analyses

Statistical routines

Fig. 1: Schematic diagram of the ColliderBit processing chain for
LHC likelihoods.

For many models, these are the state-of-the-art. For
models where an NLO (or better) calculation exists,
e.g the MSSM, this is a conservative approximation, as
the k-factors are predominantly greater than one. The
LO+LL MSSM cross-sections are considerably quicker
to evaluate than the full NLO results obtained using
e.g. Prospino [42–44]. A single evaluation of just the
strong production cross-sections for a CMSSM bench-
mark point, with all relevant processes kinematically
available, takes around 15 minutes of CPU time on a
modern processor using Prospino 2.1 (Intel Core i5 at
2.6GHz). This is clearly unusable in a scan where the
evaluation of a single parameter point must be done in
times on the order of a few seconds. Although a fast
interpolation routine with added NLL corrections ex-
ists in NLL-fast [45–49], this interpolation is limited to
models with degenerate squark masses.

With the improvement to NLO+NLL, the error from
the factorisation and renormalisation scales has been
shown to be as low as 10% [46] for a wide range of
processes and masses; however, PDF and ↵s uncertain-
ties must be included in the total error budget. These
increase with the sparticle masses because the PDFs are
most poorly constrained at large scales and at large par-
ton x. As an example, at 8 TeV NLL-fast 2.1 gives errors
of (+24.3%,�22.2%) and (+8.3%,�7.3%), for the PDF
and ↵s, respectively, using the MSTW2008NLO PDF
set [50], with gluino and squark masses set to 1.5 TeV.

Num. cores t (105 events) Speed-up

1 479 sec 1
4 148 sec 3.2
8 121 sec 4.0
16 79 sec 6.1
20 81 sec 5.9

Table 1: Time taken for the ColliderBit LHC likelihood calcula-
tion as a function of the number of cores, for 100,000 SUSY events
at the SPS1a parameter point [53, 54], including all sub-processes.
The processes were run on a single computer node, with ISR, FSR,
and full hadronisation enabled, but multiple parton interactions
and tau decay spin correlations disabled. GAMBIT was compiled
with full optimisation settings (cf. Section 11 of Ref. [1]).

Because 1.5 TeV is at the edge of the LHC reach at that
energy, the total error budget here will not drop much
below 25% even with NLO+NLL cross-sections.3

In light of the above, we take the conservative path
of calculating likelihoods with the LO Pythia 8 cross-
sections for the LHC. Assigning errors to these cross-
sections is rather meaningless, considering the mono-
tonic nature of LO scale-dependence, and the fact that
the LO cross-sections in BSM models are known to al-
most always lie significantly below the NLO and higher
order cross-section, sometimes by as much as a factor
of two.4 The LO cross-sections are hence nearly always
more conservative than the lower edge of the most pes-
simistic NLO uncertainty band due to renormalisation
scale systematics. We have verified that this choice, com-
bined with the approximations used in the event and
detector simulation, results in limits equal to or more
conservative than those in the included ATLAS and
CMS analyses (see Section 2.1.7). In future releases we
will allow the user to supply cross-sections as input to
the event generation, allowing one to calculate them
using any preferred choice of external code (known in
GAMBIT as a “backend”).

2.1.4 Monte Carlo event generation

For the ColliderBit event generation, we supply an inter-
face to the Pythia 8 [38, 39] event generator, alongside
custom code that parallelises the main event loop of
Pythia using OpenMP.5 This substantially reduces the
runtime, as seen in Table 1.

For the purposes of BSM searches, many time-
consuming generator components also add little to the

3With the CTEQ6.6M PDF set [51], the errors increase to
(+63.1%,�38.5%) and (+15.6%,�10.3%); these uncertainties
will reduce somewhat as PDF fits including higher-x LHC data
become available.
4For a recent thorough exploration of K-factors in the MSSM up
to approximate NNLO+NNLL order see [? ] and Fig. 2 within.
5For an earlier similar approach, see Ref. [52].
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For many models, these are the state-of-the-art. For
models where an NLO (or better) calculation exists,
e.g the MSSM, this is a conservative approximation, as
the k-factors are predominantly greater than one. The
LO+LL MSSM cross-sections are considerably quicker
to evaluate than the full NLO results obtained using
e.g. Prospino [42–44]. A single evaluation of just the
strong production cross-sections for a CMSSM bench-
mark point, with all relevant processes kinematically
available, takes around 15 minutes of CPU time on a
modern processor using Prospino 2.1 (Intel Core i5 at
2.6GHz). This is clearly unusable in a scan where the
evaluation of a single parameter point must be done in
times on the order of a few seconds. Although a fast
interpolation routine with added NLL corrections ex-
ists in NLL-fast [45–49], this interpolation is limited to
models with degenerate squark masses.

With the improvement to NLO+NLL, the error from
the factorisation and renormalisation scales has been
shown to be as low as 10% [46] for a wide range of
processes and masses; however, PDF and ↵s uncertain-
ties must be included in the total error budget. These
increase with the sparticle masses because the PDFs are
most poorly constrained at large scales and at large par-
ton x. As an example, at 8 TeV NLL-fast 2.1 gives errors
of (+24.3%,�22.2%) and (+8.3%,�7.3%), for the PDF
and ↵s, respectively, using the MSTW2008NLO PDF
set [50], with gluino and squark masses set to 1.5 TeV.

Num. cores t (105 events) Speed-up

1 479 sec 1
4 148 sec 3.2
8 121 sec 4.0
16 79 sec 6.1
20 81 sec 5.9

Table 1: Time taken for the ColliderBit LHC likelihood calcula-
tion as a function of the number of cores, for 100,000 SUSY events
at the SPS1a parameter point [53, 54], including all sub-processes.
The processes were run on a single computer node, with ISR, FSR,
and full hadronisation enabled, but multiple parton interactions
and tau decay spin correlations disabled. GAMBIT was compiled
with full optimisation settings (cf. Section 11 of Ref. [1]).

Because 1.5 TeV is at the edge of the LHC reach at that
energy, the total error budget here will not drop much
below 25% even with NLO+NLL cross-sections.3

In light of the above, we take the conservative path
of calculating likelihoods with the LO Pythia 8 cross-
sections for the LHC. Assigning errors to these cross-
sections is rather meaningless, considering the mono-
tonic nature of LO scale-dependence, and the fact that
the LO cross-sections in BSM models are known to al-
most always lie significantly below the NLO and higher
order cross-section, sometimes by as much as a factor
of two.4 The LO cross-sections are hence nearly always
more conservative than the lower edge of the most pes-
simistic NLO uncertainty band due to renormalisation
scale systematics. We have verified that this choice, com-
bined with the approximations used in the event and
detector simulation, results in limits equal to or more
conservative than those in the included ATLAS and
CMS analyses (see Section 2.1.7). In future releases we
will allow the user to supply cross-sections as input to
the event generation, allowing one to calculate them
using any preferred choice of external code (known in
GAMBIT as a “backend”).

2.1.4 Monte Carlo event generation

For the ColliderBit event generation, we supply an inter-
face to the Pythia 8 [38, 39] event generator, alongside
custom code that parallelises the main event loop of
Pythia using OpenMP.5 This substantially reduces the
runtime, as seen in Table 1.

For the purposes of BSM searches, many time-
consuming generator components also add little to the

3With the CTEQ6.6M PDF set [51], the errors increase to
(+63.1%,�38.5%) and (+15.6%,�10.3%); these uncertainties
will reduce somewhat as PDF fits including higher-x LHC data
become available.
4For a recent thorough exploration of K-factors in the MSSM up
to approximate NNLO+NNLL order see [? ] and Fig. 2 within.
5For an earlier similar approach, see Ref. [52].

• Higgs: Connect HiggsBounds and 
HiggsSignals as backends (more to come) 

• LEP limits (SUSY): Calculate 
and check against published limits 


• LHC particle searches: Full Poisson  
likelihood from fast MC simulation of LHC 
searches


• Parallellized MC event generation and 
analysis loop inside ColliderBit


• Event generation with Pythia 8


• Fast detector simulator: BuckFast 
(4-vector smearing)  

� ⇥BR
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Possible important improvement: 

• Fast and general NLO cross section calculation

• SUSY: see Jon Vegard Sparre’s talk this afternoon!
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GAMBIT scan overview
5

G A M B I T

Fig. 1: A schematic representation of the basic elements of a GAMBIT scan. The user provides a YAML input file (see www.yaml.org),
which chooses a model to scan and some observables or likelihoods to calculate. The requested model ” and its ancestor models (see
text for definition) — and – are activated. All model-dependent module and backend functions/variables are tested for compatibility
with the activated models; incompatible functions are disabled (C2 in the example). Module functions are identified that can provide
the requested quantities (A2 and B1 in the example), and other module functions are identified to fulfil their dependencies. More are
identified to fulfil those functions’ dependencies until all dependencies are filled. Backend functions and variables are found that can
fulfil the backend requirements of all chosen module functions. The Core determines the correct module function evaluation order. It
passes the information on to ScannerBit, which chooses parameter combinations to sample, running the module functions in order
for each parameter combination. The requested quantities are output by the printer system for each parameter combination tested.

2.1 Modularity

2.1.1 Physics modules, observables and likelihoods

The first version of GAMBIT ships with seven modules:
six physics modules and the scanning module ScannerBit.
The physics modules are:

ColliderBit calculates particle collider observables and
likelihoods. It includes detailed implementations of
LEP, ATLAS and CMS searches for new particle
production, including extensive parallel Monte Carlo
simulation and detector simulation. For a detailed
description see [67].

FlavBit calculates observables and likelihoods from
flavour physics, in particular B, D and K meson
decays as observed by LHCb, including angular ob-
servables and correlations. See [68].

DarkBit calculates DM observables and likelihoods,
from the relic abundance to direct and indirect
searches. It includes an on-the-fly cascade decay
spectral yield calculator, and a flexible, model-
independent relic density calculator capable of mix-
ing and matching aspects from existing backends.
See [69].

SpecBit interfaces to one of a number of possible exter-
nal spectrum generators in order to determine pole
masses and running parameters, and provides them
to the rest of GAMBIT in a standardised spectrum
container format. It also carries out vacuum stability
calculations and perturbativity checks. See [70].

DecayBit calculates decay rates of all relevant particles
in the BSM theory under investigation, and contains
decay data for all SM particles. See [70].

PrecisionBit calculates model-dependent precision cor-
rections to masses, couplings and other observables,

16
[arXiv:1705.07908]
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Summary
• GAMBIT is a new open-source framework for BSM global fits 

• Includes several stand-alone physics modules

• 6 code papers and 3 physics papers published in EPJC


• First physics results 

• Singlet DM

• GUT-scale SUSY

• Weak-scale MSSM7


• More results coming soon 
• Sterile neutrinos, axions, 2HDMs,  

MSSM9, Higgs portals, ++ 

• Future plans 
• More models! More likelihoods!

• GAMBIT 2.0: Interface with Lagrangian-level  

tools for automatic code generation

See Are Raklev’s talk

See Tomás Gonzalo’s talk
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Summary
• GAMBIT is a new open-source framework for BSM global fits 

• Includes several stand-alone physics modules

• 6 code papers and 3 physics papers published in EPJC


• First physics results 

• Singlet DM

• GUT-scale SUSY

• Weak-scale MSSM7


• More results coming soon 
• Sterile neutrinos, axions, 2HDMs,  

MSSM9, Higgs portals, ++ 

• Future plans 
• More models! More likelihoods!

• GAMBIT 2.0: Interface with Lagrangian-level  

tools for automatic code generation

See Are Raklev’s talk

See Tomás Gonzalo’s talk

Thank you!
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Backup slides
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All GAMBIT results are publicly available 

Results available on zenodo.cern.ch 
• Parameter point samples (hdf5 files)

• GAMBIT input files for all scans

• Example plotting routines

 
 
Links at gambit.hepforge.org/pubs 

http://zenodo.cern.ch
http://gambit.hepforge.org/pubs
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Get started with GAMBIT 

Clone git repository from GitHub 
• github.com/patscott/gambit_1.1  

Download tarballs  
• hepforge.org/downloads/gambit  

Pre-compilied version with Docker [Sebastian Liem]

• docker run -it sliem/gambit 
 
 

See quick start guide in arXiv:1705.07908

http://github.com/patscott/gambit_1.1
http://hepforge.org/downloads/gambit
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CMSSM_parameters
Type: ModelParameters

Function: primary_parameters
Module: CMSSM

LibFirst_1_1_init
Type: void

Function: LibFirst_1_1_init
Module: BackendIniBit

nevents_postcuts
Type: int

Function: predicted_events
Module: ExampleBit_B

Example_lnL_B
Type: double

Function: example_lnL
Module: ExampleBit_B

LibFortran_1_0_init
Type: void

Function: LibFortran_1_0_init
Module: BackendIniBit

function_pointer
Type: fptr

Function: function_pointer_retriever
Module: ExampleBit_A

particle_id
Type: std::string

Function: particle_identity
Module: ExampleBit_B

ptr_arr_tests
Type: int

Function: ptrArrTester
Module: ExampleBit_B

test_BE_Array
Type: double

Function: Backend_array_test
Module: ExampleBit_A

test_vector
Type: std::vector<double>

Function: exampleVec
Module: ExampleBit_B

nevents
Type: double

Function: nevents_pred
Module: ExampleBit_A

nevents
Type: int

Function: nevents_pred_rounded
Module: ExampleBit_A

eventLoopManagement
Type: void

Function: eventLoopManager
Module: ExampleBit_A

event
Type: float

Function: exampleEventGen
Module: ExampleBit_A

event
Type: int

Function: exampleCut
Module: ExampleBit_A

eventAccumulation
Type: int

Function: eventAccumulator
Module: ExampleBit_A

Example_lnL_A
Type: double

Function: nevents_like
Module: ExampleBit_A

xsection
Type: double

Function: test_sigma
Module: ExampleBit_A

G A M B I T

Fig. 5: An example dependency tree generated in the initial-
isation stage of a GAMBIT scan. Each block corresponds to a
single module function, with the red text indicating its capa-

bility. Arrows indicate resolution of dependencies of di�erent
module functions with the results of others. The functions se-
lected by the dependency resolver to provide the observables
and likelihoods requested in the ObsLikes section of the scan’s
input YAML file are shaded in green. Module functions shown
shaded in purple are nested module functions. These run
in an automatically-parallelised loop managed by a loop man-

ager function, which is shown shaded in blue. This example
is included in the GAMBIT distribution as spartan.yaml; see
Sec. 12.1 for more details. Figures like this can be generated
for any scan by following the instructions provided after calling
GAMBIT with the -d switch; see Sec. 6.1 for details.

6. Adopt the Rules specified in the initialisation file (see
Sec. 6.5), removing non-matching module functions
from the list.

7. If exactly one module function is left on the list,
resolve the quantity requested by the target function
with the capability provided by that module function.
This automatically connects the pipe of the target
function to the result of the resolving function.

8. If the resolving function was not already activated
for the scan, activate it and add its dependencies to
the dependency queue (with the resolving function
as new target function).

9. Resolve backend requirements, as described below.
10. Resolve module function options, as described below.
11. Repeat from step 3 until the dependency queue is

empty.

7.2 Evaluation order

After building up the dependency tree of module func-
tions, the dependency resolver determines the initial
runtime ordering of its chosen module functions. An
obvious minimal requirement is that if the output of

module function A is required by module function B, A
is evaluated before B. We do this by topologically sort-
ing the directed dependency tree, using graph-theoretic
methods from the Boost Graph Library18.

In most cases, the evaluation order of the observables
and likelihoods listed in the ObsLikes section (Sec. 6.4)
remains unconstrained by the topological sorting. The
dependency resolver first orders the likelihoods by es-
timating the expected evaluation time for each one,
including all dependent module functions, along with
the probability that each likelihood will invalidate a
point. (A point may be invalidated if the likelihood is
extremely close to zero, the point is unphysical, etc.)
These estimates are based on the runtime and invalida-
tion frequency of the previously calculated points, and
updated on the fly during the scan. The dependency
resolver then sorts the evaluation order of likelihoods
such that the expected average time until a point is in-
validated is minimised. In practice this means that, for
instance, the relatively fast checks for consistency of a
model with physicality constraints, such as perturbativ-
ity and the absence of tachyons, would be automatically
performed before the often time-consuming evaluation
of collider constraints. This gives a significant e�ciency
gain in a large scan, because expensive likelihoods are
not even evaluated for points found to be invalid or
su�ciently unlikely on the basis of faster likelihoods.

Observables not associated with likelihoods used to
drive a scan (cf. 6.4) are always calculated after the
likelihood components, as they do not have the power to
completely invalidate a model point. Invalid observable
calculations can still be flagged, but they will not trigger
the termination of all remaining calculations for that
point in the way that an invalid likelihood component
will.

7.3 Resolution of backend requirements

Resolving backend requirements is in some sense a lot
easier than resolving module function dependencies, in
that backend requirements cannot themselves have ex-
plicit backend requirements or dependencies, so there is
no equivalent of the dependency tree to build. However,
the ability to specify groups of backend functions from
which only one requirement must be resolved, along
with rules that apply to them (Sec. 3.1.3), especially
the declaration that backend requirements that share a
certain tag must be resolved from the same backend —
without necessarily specifying which backend — makes
backend resolution a uniquely challenging problem.

18http://www.boost.org/doc/libs/1_63_0/libs/graph/doc/

21



GAMBIT 

G A M B I T

Expansion: adding new models

1. Add the model to the model hierarchy:
Choose a model name, and declare any parent model
Declare the model’s parameters
Declare any translation function to the parent model

#define MODEL NUHM1
#define PARENT NUHM2

START_MODEL
DEFINEPARS(M0,M12,mH,A0,TanBeta,SignMu)
INTERPRET_AS_PARENT_FUNCTION(NUHM1_to_NUHM2)

#undef PARENT
#undef MODEL

2. Write the translation function as a standard C++ function:
void MODEL_NAMESPACE::NUHM1_to_NUHM2 (const ModelParameters &myP, ModelParameters &targetP)
{

// Set M0, M12, A0, TanBeta and SignMu in the NUHM2 to the same values as in the NUHM1
targetP.setValues(myP,false);
// Set the values of mHu and mHd in the NUHM2 to the value of mH in the NUHM1
targetP.setValue("mHu", myP["mH"]);
targetP.setValue("mHd", myP["mH"]);

}

3. If needed, declare that existing module functions work with
the new model, or add new functions that do.

Pat Scott – Sep 13 2017 – TOOLS::Corfu GAMBIT: The Global and Modular BSM Inference Tool

Adding a new model to GAMBIT (From Pat Scott)



(From Pat Scott)Adding a new observable/likelihood to GAMBIT

G A M B I T

Expansion: adding new observables and likelihoods
Adding a new module function is easy:

1. Declare the function to GAMBIT in a module’s rollcall header
Choose a capability
Declare any backend requirements
Declare any dependencies
Declare any specific allowed models
other more advanced declarations also available

#define MODULE FlavBit // A tasty GAMBIT module.
START_MODULE

#define CAPABILITY Rmu // Observable: BR(K->mu nu)/BR(pi->mu nu)
START_CAPABILITY

#define FUNCTION SI_Rmu // Name of a function that can compute Rmu
START_FUNCTION(double) // Function computes a double precision result
BACKEND_REQ(Kmunu_pimunu, (my_tag), double, (const parameters*)) // Needs function from a backend
BACKEND_OPTION( (SuperIso, 3.6), (my_tag) ) // Backend must be SuperIso 3.6
DEPENDENCY(SuperIso_modelinfo, parameters) // Needs another function to calculate SuperIso info
ALLOW_MODELS(MSSM63atQ, MSSM63atMGUT) // Works with weak/GUT-scale MSSM and descendents
#undef FUNCTION

#undef CAPABILITY

2. Write the function as a standard C++ function
(one argument: the result)

Pat Scott – Sep 13 2017 – TOOLS::Corfu GAMBIT: The Global and Modular BSM Inference Tool
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ColliderBit speed
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Table 1 Time taken for the ColliderBit LHC likelihood calculation
as a function of the number of cores, for 100,000 SUSY events at the
SPS1a parameter point [83,84], including all sub-processes. The pro-
cesses were run on a single computer node, with ISR, FSR, and full
hadronisation enabled, but multiple parton interactions and tau decay
spin correlations disabled. GAMBIT was compiled with full optimisa-
tion settings (cf. Sect. 11 of Ref. [1])

Num. cores t (105 events) (s) Speed-up

1 421 1

4 128 3.3

8 67 6.3

16 38 11.1

20 33 12.8

much as a factor of two.3 The LO cross-sections are hence
nearly always more conservative than the lower edge of the
most pessimistic NLO uncertainty band due to renormali-
sation scale systematics. Accordingly, we do not apply any
systematic theory error to our cross-sections, as any error due
to finite statistics in the event generation is dwarfed by the
systematic underestimation of the cross-sections due to the
LO approximation. We have verified that these choices, com-
bined with the approximations used in the event and detec-
tor simulation, result in limits equal to or more conservative
than those in the included ATLAS and CMS analyses (see
Sect. 2.1.7).

In future releases, we will allow the user to supply cross-
sections and associated uncertainties as input to the LHC
likelihood calculation, making it possible to calculate them
using any preferred choice of external code (known in GAM-
BIT as a backend).

2.1.4 Monte Carlo event generation

For the ColliderBit event generation, we supply an interface
to the Pythia8 [54,55] event generator, alongside custom
code that parallelises the main event loop of Pythia using
OpenMP.4 This substantially reduces the runtime, as seen
in Table 1. In a parameter scan with GAMBIT the parameter
sampling is parallelised usingMPI. The additionalOpenMP
parallelisation of the LHC likelihood calculation in Collid-
erBit, along with similarly parallelised calculations in other
GAMBIT modules, helps GAMBIT’s overall scan perfor-
mance to scale beyond the number of cores that the sampling
algorithm alone can make efficient use of.

For the purposes of BSM searches, many time-consuming
generator components also add little to the quality of rele-
vant physics modelling, and can therefore be safely disabled.
The single-threaded timing effects of sequentially disabling

3 For a recent thorough exploration of K -factors in the MSSM up to
approximate NNLO+NNLL order see [74] and Fig. 2 within.
4 For an earlier similar approach, see Ref. [82].

Table 2 Single-thread CPU effects of sequentially disabling event sim-
ulation components, for 100,000 SUSY events at the SPS1a parameter
point [83,84], including all sub-processes. The disabled components
have a major effect on CPU, and a minor (sometimes even positive)
effect on physics performance. The third row corresponds to the first
row in Table 1. Note that the few percent difference is typical of the
variation with local CPU load on the cluster on which this was tested

Configuration t (105 events) (s) Speed-up

All 1529 1

↪→ −MPI 516 3.0

↪→ −τ correlations 434 3.5

↪→ −FSR 195 7.8

↪→ −hadrons 102 15.0

“soft physics” modelling such as multi-parton interactions
(MPI), τ polarisation, QCD final-state radiation (FSR), and
hadronisation are shown for a typical SUSY model point in
Table 2. Of the model components shown, removal of MPI
and tau correlations give the clearest gains. The detailed tau
decay correlation mechanism is not generally relevant for
BSM hard processes. LHC jet reconstruction includes a jet
area correction [85] that removes the effects of pile-up and
MPI on average, so disabling MPI is actually a more appro-
priate physical configuration than enabling it – and delivers
a 60% CPU cost saving to boot.

The choices for FSR and hadronisation are less clear: these
are responsible for production of realistic track and cluster
multiplicities and energies on which detector simulation can
be run. Completely disabling FSR – which mainly produces
internal jet structure, not relevant to most BSM analyses – and
all hadron-level processes including both hadronisation and
decays, are both rather drastic options. In practice there are
intermediate alternatives, such as raising the low-pT cutoff of
FSR evolution to balance CPU cost against physical accuracy,
or to produce physical primary hadrons but elide simulation
of their decays.

By default ColliderBit runs in the mode with MPI and
“sophisticated” tau decays disabled; there is potential for
further significant speed-up if the hadron-level or FSR sim-
ulation steps can be reduced, perhaps by use of specialised
detector smearing to compensate for the biased final state
particle distributions.

This combination of multi-threading and reduced genera-
tor functionality allows generation of 20,000 all-subprocess
SUSY events in about 7 s on an Intel Core i7 processor using
8 cores, provided that the compilation makes use of the gcc
option --ffast-math, or a suitable equivalent. Generating
100,000 events with the same settings and number of cores
takes 19 s. When including FSR and hadronisation, as per the
ColliderBit default, the time required to generate 20,000 and
100,000 events increase to 17 and 67 s, respectively.

In the above examples a factor 5 increase in the number
of generated events only lead to a factor 2.5–4 increase in

123
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