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Radiation	damage	models:	history	
•  Modelling	all	known	defects	in	silicon	in	TCAD	is	(still)	

computationally	prohibitive	
–  Plus:	how	to	model	defects	clusters?	

•  Hence	only	a	certain	number	of	“effective	states”	are	modelled	
a.  1	acceptor-like	state	(q=-/0)	
–  e.g.	D.	Passeri	et	al.,	IEEE	TNS	45	(1998)	602-608	

b.  2	states,	1	acceptor-	and	1	donor-like	(q=+/0)	
–  e.g.	V.	Eremin	et	al.,	NIM	A476	(2002)	556-564,	aka	EVL	

c.  3	states,	adding	1	acceptor	wrt	b.,	very	close	to	mid-gap,	to	better	
control	type	inversion	and	leakage	current	increase	rate	
–  e.g.	M.	Petasecca	et	al.,	IEEE	TNS	53	(2006)	2971-2976	

d.  4	states,	adding	1	acceptor	more	(rather	unique	example)	
–  e.g.	F.	Moscatelli	et	al.,	NIM	B186	(2002)	171	
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Radiation	damage	models	for	HL-LHC	
•  “Perugia”	model:	IEEE	TNS	64	(2017)	2259-2267	

–  Two	acceptors	and	one	donor	
•  Interface	damage	modelled	too	(2	acc.	and	1	don.	again)	

–  Valid	up	to	2.2x1016	neq/cm2	

•  “3D”	model:	Pennicard	et	al.,	NIM	A592	(2008)	16-25	
–  Two	acceptors	and	one	donor	as	in	Perugia	model	but	larger	cross	
sections	wrt	Petasecca	et	al.	2006	
•  Used	recently	in	M.	Baselga	et	al.	“Simulations	of	3D-Si	sensors	for	the	
innermost	layer	of	the	ATLAS	pixel	upgrade”	NIM	A847	(2017)	67-76	

–  Valid	up	to	1x1016	neq/cm2	

•  “LHCb	model”:	NIM	A874	(2017)	94-102	
–  Two	acceptors	and	one	donor	

•  One	acceptor	and	one	donor	as	in	EVL	plus	one	acceptor	close	to	the	
valence	band	

–  Valid	up	to	8x1015	neq/cm2	
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Table 2
Parameters of the proposed radiation damage model. The energy levels are given with respect to the valence band (EV ) or the
conduction band (EC ). The model is intended to be used in conjunction with the Van Overstraeten–De Man avalanche model.

Defect number Type Energy level [eV] �e [cm*2] �h [cm*2] ⌘ [cm*1]

1 Donor EV + 0.48 2ù10*14 1ù10*14 4
2 Acceptor EC * 0.525 5ù10*15 1ù10*14 0.75
3 Acceptor EV + 0.90 1ù10*16 1ù10*16 36

Table 3
Sensors used in this work. For uniformly irradiated sensors the value in the third column
is simply the fluence, while for non-uniform profiles it corresponds to the fluence in the
area 0mm < y < 5mm.

Sensor Irradiation profile (Max.) fluence [1MeV neqcm*2]

S4 Proton, uniform 4 ù 1015
T1 Proton, non-uniform 4 ù 1015
T2 Proton, non-uniform 4 ù 1015
T3 Proton, non-uniform 8 ù 1015
T6 Proton, non-uniform 4 ù 1015
S6 Neutron, uniform 8 ù 1015

charge distribution with a constant density (80 electron–hole pairs per
�m) along the direction of the track, and a Gaussian distribution (1 �m
standard deviation) in the transverse direction. The collected charge is
given by the integrated current (after subtracting the leakage current)
on all pixels that cross a threshold of 1000 electrons (the threshold
used in data taking with the tested sensors). The integration time is
25 ns; integrating for a longer time was found to make only a negligible
difference.

Only perpendicular tracks passing through the pixel centre were
simulated in both 2D and 3D. For tracks passing through the inter-
pixel region, the charge collection properties are more sensitive to the
modelling of surface damage, which is outside the scope of this work.

2.3. Physics models

In this work, the drift-diffusion model has been used, which implies
that the temperature of the whole device remains constant. The con-
tinuity equations contain one source term for every defect level, and
an additional source term for avalanche generation. The defect source
terms are given by the Shockley–Read–Hall generation–recombination
expression [8,9]. Sentaurus TCAD allows for the use of neutral trap
levels for current generation, but these have not been used. Other
physics models taken into account include Fermi-statistics, avalanche
multiplication (Van Overstraeten–De Man model [10]), band gap nar-
rowing (Slotboom model [11]), high field mobility saturation and trap
assisted tunnelling (Hurkx model [12]). Detailed descriptions of these
models can be found in the Sentaurus Device User Guide [13] and the
references therein.

2.4. Radiation damage modelling

Developing a TCAD radiation damagemodel consists in defining a set
of defect states, characterised by their location (energy level) in the band
gap, electron and hole capture cross-sections (�e, �h), concentration and
type (i.e. whether they are a donor or an acceptor). In theory, one could
implement all defect levels that have been measured experimentally, but
this approach is at present computationally prohibitive. Alternatively,
one can define a few effective defect states and tune their parameters so
that the model reproduces experimental observations. In this work the
latter approach is used.

The two energy levels (defects 1 and 2 in Table 2) proposed by
Eremin et al. [14] were used as a starting point. These levels, sometimes
called the EVL levels, comprise one donor and one acceptor and are
known to reproduce the double junction electric field effect [14–16].
Eber has further shown that agreement with measured I-V curves, and
to some extent CCE (up to 1ù1015 1MeV neq/cm2), can be achieved
by using only these two energy levels [5]. These levels has also been

combined with surface defects to model surface effects by Peltola
et al. [6].

In addition to the EVL levels, a third defect was introduced. The
procedure used to tune these three defects is outlined below.

÷ The defect state concentrations are assumed to scale linearly with
1MeV neutron equivalent fluence with a proportionality factor
(introduction rate) ⌘.

÷ One of the irradiated sensors (assembly S4 in Table 3, uniformly
irradiated to a fluence of 4ù1015 1MeV neq/cm2), was selected
as a reference.

÷ The cross-sections and introduction rates of the two EVL levels
were tuned to reproduce the measured I-V curve of the reference
sensor.

÷ A second acceptor close to the conduction band, corresponding
roughly to the position of the A-centre defect state [17], was
then introduced. This ‘‘shallow’’ acceptor (only 0.2 eV from EC )
has only a minor influence on the current generation and space
charge, so that it allows for tuning the CCE independently of the
behaviour of the I-V curves.

÷ The parameters of the second acceptor (defect 3 in Table 2)
were tuned so that at one given voltage the simulated CCE
agrees with the measured CCE of the reference sensor. Varying
the hole capture cross-section �h within reasonable limits has a
negligible effect on the CCE since the probability of hole capture
is already very low due to the large distance from the valence
band. To limit the number of degrees of freedom when scanning
the parameter space, �h was chosen to have the same value as
the electron capture cross-section �e. In addition, as a check, a
least square fit of the simulated CCE curve with respect to the
measured CCE curve of the reference sensor was performed using
the introduction rate of the shallow acceptor as a fit parameter.
In doing this, the introduction rate came out only 2% higher than
with the method of tuning at one voltage.

Table 2 summarises the parameters of the model used in this work.
The cross-sections of the deep defects can be seen to be larger than the
values used by Eremin et al. [14] (1 ù 10*15 cm*2).

The most recent Perugia model [3] aims to be valid up to fluences
of 2ù1016 1MeV neq/cm2 and is a natural basis for comparison. Both
the model presented here and the Perugia model contain three bulk
defect levels and are tuned for p-type silicon. The model used in this
paper differs from the Perugia model in that it aims only to reproduce
bulk effects, while the Perugia model also includes surface effects.
Furthermore, our proposed model is compared to different types of
measurements, namely the voltage dependence of both the current and
charge collection efficiency. It is furthermore based on the trap levels
from the EVL-model that are also used by Eber and CMS, which differs
from the traps used in the Perugia model. Both models use two acceptors
and one donor, but their parameters are different. While the Perugia
model contains two deep acceptors, our model contains one shallow
and one deep acceptor.

2.5. Sensitivity analysis

The parameters of the ‘‘deep’’ defects (i.e. the traps with energy
levels close to the middle of the band gap) are highly correlated and
the effects of different trap states are not simply additive. In order to
estimate the sensitivity of the CCE and I-V curves to uncertainties in the
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and the SLHC [6]. Whereas standard pixel detectors have
planar electrodes on their front and back surfaces, 3D
detectors use arrays of n- and p-type columns passing
through the thickness of a silicon substrate. This means
that a 3D detector can combine a reasonably thick
substrate with a much smaller spacing between n- and
p-electrodes. (When using 10 mm-diameter columns, the
maximum column depth that can be achieved using current
etching methods is about 250mm.) This improves the
detectors’ radiation hardness in two ways. Firstly, some of
the defects created by radiation damage can act as
acceptors. As the substrate’s effective doping concentration
increases, its depletion voltage gets very large. In n-type
substrates, type inversion also occurs [7]. Because 3D
detectors only have to be depleted a short distance from
one electrode to the next, they have substantially lower
depletion voltages. Secondly, radiation-induced defects can
trap the free electrons and holes produced by an incident
particle, preventing them from being collected and redu-
cing the readout signal. The effects of trapping can be
lessened by collecting the charges as quickly as possible.
The small electrode spacing in a 3D detector means that the
carriers’ drift distance, and hence their collection time, is
greatly reduced.

It can be helpful to model the behaviour of new detectors
using computer simulation, in order to understand their
behaviour better and to optimise their design. While other
papers have looked at the behaviour of 3D detectors before
irradiation [5,8,9], this paper investigates their performance
following SLHC levels of radiation damage, up to a
fluence of 1! 1016 1MeV-neq=cm2. In particular, this paper
focuses on evaluating the performance of different possible
ATLAS 3D pixel devices.

Although it is possible to use either the nþ or the pþ
columns in a 3D detector for readout, the ATLAS pixel
readout chip [3] is designed to use nþ readout, so this has
been used in all of the simulations for the sake of
consistency. Similarly, although it is possible to use nþ
readout in devices with n-type substrates, using a p-type
substrate has the advantage that type inversion does not
take place. So, all the simulations have used the same
p-type radiation-damage model.

2. Simulation methods, and comparison with experimental
results from planar detectors

2.1. Synopsys TCAD

All of the following simulations were done with
‘‘Synopsys TCAD’’ version Z-2007.03 [10], a finite-element
semiconductor simulation package. This package approx-
imates the structure of the simulated device as a 3D
‘‘mesh’’ of discrete elements. By applying the appropriate
semiconductor equations and boundary conditions to the
mesh, the behaviour of the device can be simulated under
different conditions [11]. Refs. [9,12] provide further
discussion of this package.

The simulation applies reflecting (Neumann) conditions
at the boundaries of the device mesh, i.e., the electric field
and current density normal to the boundary are zero. The
simulation will be accurate if the mesh boundaries
correspond to planes of symmetry in the real device, where
these conditions will apply. Since these 3D devices have
very symmetrical structures, it was often possible to
accurately determine their behaviour using just a small
region of the device, thus reducing the complexity of the
mesh and allowing the simulations to run more quickly.
The outer surfaces of the oxide layers also used Neumann
conditions. This is a good approximation to the oxide
behaviour in a ‘‘clean’’ wafer [13].

2.2. Radiation-damage model

When high-energy particles such as hadrons pass
through a detector, they collide with silicon atoms and
displace them from their lattice sites, resulting in pairs of
interstitial atoms and vacancies. These defects may
recombine, or they may form complexes with each other
or with existing impurities in the silicon [14]. These defects
introduce extra energy levels within the bandgap of the
silicon. Synopsys simulates this bulk radiation damage by
directly modelling the dynamics of these traps [10,15]. So,
the user has to provide Synopsys with the concentrations
and parameters of the traps.
The trap levels used here are designed to model p-type

float zone silicon following proton irradiation, and are
based on work done at the University of Perugia [16]. The
details of the traps are given in Table 1. The traps are
parametrised by their type, their energy level, the asso-
ciated defect, and their electron and hole cross-sections se,
sh (which reflect the probability of trapping free carriers).
The trap concentrations increase linearly with fluence, as
given by the introduction rate Z. Some of the carrier cross-
sections which were used in Ref. [16] have been changed, as
explained later; the changes are marked by asterisks.
When the device is depleted, the traps will have various

effects. The two acceptor levels are slightly above the
middle of the bandgap. Firstly, due to their proximity to
the midgap, the acceptors will generate electron–hole pairs,
increasing the leakage current. Although most of the
acceptors will be empty, a small proportion will be occu-
pied by electrons and become negatively charged, increas-
ing the effective p-type doping. Thirdly, the unoccupied
acceptors will trap excess electrons from the conduction
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Table 1
p-Type float zone silicon trap model, based on Ref. [16]

Type Energy (eV) Defect se ðcm2Þ sh ðcm2Þ Z ðcm% 1Þ

Acceptor EC % 0:42 VV &9:5! 10% 15 &9:5! 10% 14 1.613

Acceptor EC % 0:46 VVV 5:0! 10% 15 5:0! 10% 14 0.9

Donor EV þ 0:36 CiOi &3:23! 10% 13 &3:23! 10% 14 0.9

Asterisks indicate the values that have been changed.
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Fig. 16. Measured (dashed lines) and simulated (solid lines) interstrip
resistance as a function of the VBIAS at different X-ray doses. Simulations are
obtained considering two acceptor interface traps with Gaussian distributions
with peak energy at ET = EC − 0.4 eV and at ET = EC − 0.6 eV
and one donor interface trap with Gaussian distribution with peak energy
at EV + 0.7 eV. σ = 0.07 eV for all traps. In this case, NIT = 0.9 × NOX.

TABLE I

OXIDE CHARGE AND INTERFACE TRAP DENSITY INTRODUCED
IN THE SURFACE DAMAGE MODEL CONSIDERING LITERATURE

DATA PUBLISHED IN [5], [6], AND [15]

TABLE II

RADIATION DAMAGE MODEL FOR P-TYPE SUBSTRATES

(UP TO 7 × 1015 N/CM2)

TABLE III

RADIATION DAMAGE MODEL FOR P-TYPE SUBSTRATES

(IN THE RANGE 7 × 1015–1.5 × 1016N/CM2)

introduction rate η (cm−1), respectively. The oxide charge den-
sity has been considered saturated at NOX = 2 × 1012 cm−2.
In case of proton irradiation, this saturation value is reached
at relatively low fluences of the order of 1 × 1014 neq/cm2,
the exact value depending on the proton energy [34]. In case
of neutrons, the total ionizing dose is due to the gamma-ray

TABLE IV

RADIATION DAMAGE MODEL FOR P-TYPE SUBSTRATES

(IN THE RANGE 1.6 × 1016–2.2 × 1016N/CM2)

Fig. 17. Comparison between simulated and experimental charge collec-
tion [36] in n-on-p strip detectors at 248 K and 500 V (red symbols) and
900 V (black symbols) bias.

background, and oxide charge saturation is reached at fluences
of the order of 1×1016 neq/cm2 [35]. Since surface damage has
an effect on the CCE only for very large fluences higher than
1 ×1016 neq/cm2, the oxide charge density can be assumed to
be saturated for both protons and neutrons.

In Fig. 17, the comparison between simulated and experi-
mental [36] charge collection in n-on-p strip detectors at 248 K
and 500 and 900 V bias is reported for the full range of
expected doses at HL-LHC. Experimental data at 500 V are
available only up to a fluence of 1 × 1016 neq/cm2 [36].
A very good agreement along the whole fluence range has
been indeed obtained, thus fostering the application of this
model for the design and optimization of some parameters of
the new generation of silicon detectors to be used in the next
generation of HEP experiments.

V. CONCLUSION

Bulk and surface radiation damage effects have been con-
sidered in a comprehensive TCAD radiation damage modeling
scheme. The proposed model has been developed through
the comparison of the simulation findings with experimental
measurements. A surface damage model has been devised by
introducing the relevant parameters (NOX, NIT) extracted from
experimental measurements carried out on p-type substrate
test structures after X-ray irradiations in the range 50 krad–
10 Mrad. The analysis of the effects of the interface traps on
the strip isolation has been carried out. In particular, the effects
of different donor interface trap parameters (energy level, con-
centration, distribution) have been evaluated. The combined
surface and bulk modeling scheme was able to reproduce the
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Comments	
•  Perugia	2017	and	3D	are	rather	in	agreement	

•  Difference	in	the	capture	cross	sections	
–  Larger	for	Pennicard	for	the	acceptor	states	

•  LHCb	uses	EVL	levels	(1	acc.	+	1	don.)	and	adds	a	another	acceptor	
level	close	to	the	valence	band	
–  Added	to	tune	the	charge	collection	efficiency	without	influencing	the	
leakage	current	level	
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Other	models	
•  “New	Delhi”	model:	R.	Dalal	et	al.,	PoS	(	Vertex2014)	30	(2014),	and	

T.Peltola,	PoS	(Vertex	2015)	31	(2015)	–	based	on	R.	Eber	PhD	th.	
–  Based	on	V.	Eremin	et	al.	work	
–  Interface	damage	modelled	too	
–  Valid	up	to	1-1.4x1015	neq/cm2	
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PoS(VERTEX2015)031

Simulation of radiation-induced defects Timo Peltola

Defect type Level [eV] se,h [cm2] Concentration [cm�3]
Deep acceptor Ec�0.525 1⇥10�14 1.189⇥F+6.454⇥1013

Deep donor Ev +0.48 1⇥10�14 5.598⇥F�3.959⇥1014

Table 2: The parameters of the proton model for Synopsys Sentaurus [27, 28]. Ec,v are the conduction band
and valence band energies, se,h are the electron and hole trapping cross sections and F is the fluence.

Defect type Level [eV] se,h [cm2] Concentration [cm�3]
Deep acceptor Ec�0.525 1.2⇥10�14 1.55⇥F

Deep donor Ev +0.48 1.2⇥10�14 1.395⇥F

Table 3: The parameters of the neutron model for Synopsys Sentaurus [27, 28]. Symbols are as in table 2.

Defect type Level [eV] se [cm2] sh [cm2] Concentration [cm�3]
Deep acceptor Ec�0.51 2⇥10�14 2.6⇥10�14 4⇥F

Deep donor Ev +0.48 2⇥10�14 2⇥10�14 3⇥F

Table 4: The parameters of the Delhi University bulk defect model for Silvaco Atlas [29]. Symbols are as
in table 2.

Figure 2: (left) Measured and Sentaurus proton model simulated transient signals in a 300 µm thick pad
detector irradiated by the fluence of 1⇥ 1015neqcm�2 at V = 400 V. (right) Corresponding electric field
profiles in the detector bulk for varying bias voltages [27].

(described in detail in reference [35]) to find CCE matching with the measurement for similar
sensor structures and equal irradiation type, the fixed Qf values can then be applied to make a
prediction of CCE(F) for the sensors with different active thicknesses and equal irradiation type.
However, the maximal Qf values had to be limited to considerably lower than expected in a real
sensor for the highest fluences (1� 2⇥ 1012 cm�2 [10], [36]) to maintain strip isolation in the
proton model simulation.

3.3 TCAD models with bulk & surface damage

Investigation of the TCAD bulk damage models in segmented devices with surface damage
modeled by Si/SiO2 interface charge density Qf has revealed that the approach is not sufficient
to reproduce the observed surface properties of irradiated detectors. As discussed at the end of
the section 3.2, the strips became shorted at high proton fluences when they were experimentally
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PoS(Vertex2014)030

Si sensor simulation Ranjeet Dalal

current and VFD values but different CCE at higher fluences. In this work, all other simulations are
carried out using the bulk damage model listed in table 1.

Table 2: List of parameters for Model 2.

Trap Type Energy Level Introduction Rate s e sh

(eV) (cm�1) (cm2) (cm2)
Acceptor EC - 0.51 eV 4 2 . 10�14 3.8 . 10�14

Donor EV + 0.48 eV 3 2 . 10�15 2 . 10�15

2.2 Surface damage

The effect of surface damage in device simulations is incorporated by using different values
of QF and Nit at the Si-SiO2 interface. The QF and Nit values used in the present work are chosen
in accordance with the measurements [7, 8].

2.2.1 Oxide charge density (QF)

Along with bulk damage in silicon crystal, proton irradiation can also create electron-hole
(e/h) pairs in the SiO2. Though most of these e/h pairs recombine, but the remaining electrons
and holes can move in SiO2 by drift and diffusion mechanisms, escaping the initial recombination
[8]. Since electron mobility in SiO2 (⇡ 20 cm2/Vs) is much higher than the hole mobility in SiO2

(which is less than 10�5 cm2/Vs), a significant fraction of free electrons escape from SiO2, leaving
behind holes trapped near Si-SiO2 interface, forming a positive charge layer. This positive charge
layer is termed as oxide charge density or interface charge density (QF).
Extensive measurements of QF and Nit for different ionization doses (in Gray) of X-ray have been
reported in ref. [7, 8]. For proton irradiated sensors, the estimation of the total ionization dose
(TID) can be carried out using the stopping power (dE/dx) for protons in SiO2 [18]. The calculated
TID equivalent of proton fluence can be used to inferre the QF and Nit from measurements [8]. For
proton fluence of 1 . 1015 neqcm�2 minimum TID value (which can be calculated using minimum
dE/dX for protons [18]) is about 0.44 MGy.
Since QF value increases with the total ionization dose (TID) and saturates around 2 . 1012 cm�2

for X-ray doses of about 1 MGy, we have implemented the QF value of about 1-2 . 1012 cm�2 into
TCAD simulations for the proton fluence of 1 . 1015 neqcm�2. For lower fluences, lower QF values
are implemented keeping QF measurements in view. It may be noted that QF values are complex
function of TID rate, fabrication process, applied electric field, wafer quality and measurement
conditions (humidity etc.). Hence, range of QF is used for simulations at the given fluence value.
In present work, QF is implemented as a positive charge-sheet located at the Si-SiO2 interface with
a uniform distribution along the interface.

2.2.2 Interface trap density ( Nit)

Along with QF increments, ionizing radiation can also increase the interface trap density [8].
Interface traps can play an important role in deciding the surface properties of silicon sensors be-
cause of the two main reasons. First, the density of the interface states is comparable to the oxide

5
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•  In	the	conclusions	authors	mention	that	the	model	has	been	tested	for	
temperatures	between	−38oC	and	−31oC	on	a	range	of	sensors	with	
different	irradiation	types	and	profiles.		

•  Predictions	on	IVs	too	

4x1015	neq/cm2	Å. Folkestad et al. Nuclear Inst. and Methods in Physics Research, A 874 (2017) 94–102

(a) 4ù1015 1 MeV neq/cm2. (b) 8ù1015 1 MeV neq/cm2.

Fig. 14. Comparison of measured and simulated CCE as a function voltage at � = 4ù1015 1 MeV neq/cm2 (proton irradiation) and � = 8ù1015 1 MeV neq/cm2 (neutron irradiation)
using a 2D mesh. Only the data point at 700V and 4ù1015 1 MeV neq/cm2 was used when tuning the model, the other values follow as a prediction. The error bars are calculated by
varying the temperature within its estimated uncertainty combined with the uncertainty given by the deviation between the 2D and 3D simulation.

Fig. 15. Electric field (simulated using a 2D mesh) in the centre of a pixel as a function of distance from the pixel side, at a bias voltage of 1000V, for different fluence levels.

to occur [22]. As the bias voltage increases, the regions with a field
high enough to cause significant impact ionisation extend further into
the device, and the overall field strength increases; and consequently
the current caused by avalanche generation will increase. This is shown
in Fig. 16(a). Fig. 16(b) shows a comparison of simulations with
and without avalanche generation, confirming that the non-saturating
behaviour of the I-V curve is caused by avalanche generation.

Avalanche multiplication also explains why the temperature sensi-
tivity of the charge collection efficiency increases with fluence and bias
voltage, as the avalanche generation rate is temperature dependent. If
charge multiplication is turned off in the simulation, the error bars due
to the uncertainty in temperature are reduced by a factor of two.

6. Conclusions

The proposed radiation damage model for Sentaurus TCAD is able
to reproduce the I-V curves of p-type silicon sensors up to a fluence of
8ù1015 1MeV neq/cm2. The model has been tested for temperatures
between *38 ˝C and *31 ˝C on a range of sensors with different irradia-
tion types and profiles. The model captures the transition from a linear
electric field and saturating I-V curve to a double junction electric field

and a non-saturating I-V curve. The latter is shown to be a consequence
of avalanche generation in the high-field regions of the double junction
profile.

Furthermore, it is shown that a two-dimensional approximation of a
pixel detector for CCE simulations is acceptable if the simulated particle
passes close to the centre of the pixel. The CCE calculated using the
proposed model is in agreement (within the estimated range of uncer-
tainty) with experimental data at fluences of 4ù1015 1MeV neq/cm2

and 8ù1015 1MeV neq/cm2.
It is the hope of the authors that the proposed model contribute

towards obtaining a comprehensive TCAD model of radiation damage
in silicon sensors. It seems clear that avalanche multiplication becomes
increasingly important at high fluences, and that it must be carefully
included in order to obtain a complete model.
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Fig. 16. Measured (dashed lines) and simulated (solid lines) interstrip
resistance as a function of the VBIAS at different X-ray doses. Simulations are
obtained considering two acceptor interface traps with Gaussian distributions
with peak energy at ET = EC − 0.4 eV and at ET = EC − 0.6 eV
and one donor interface trap with Gaussian distribution with peak energy
at EV + 0.7 eV. σ = 0.07 eV for all traps. In this case, NIT = 0.9 × NOX.

TABLE I

OXIDE CHARGE AND INTERFACE TRAP DENSITY INTRODUCED
IN THE SURFACE DAMAGE MODEL CONSIDERING LITERATURE

DATA PUBLISHED IN [5], [6], AND [15]

TABLE II

RADIATION DAMAGE MODEL FOR P-TYPE SUBSTRATES

(UP TO 7 × 1015 N/CM2)

TABLE III

RADIATION DAMAGE MODEL FOR P-TYPE SUBSTRATES

(IN THE RANGE 7 × 1015–1.5 × 1016N/CM2)

introduction rate η (cm−1), respectively. The oxide charge den-
sity has been considered saturated at NOX = 2 × 1012 cm−2.
In case of proton irradiation, this saturation value is reached
at relatively low fluences of the order of 1 × 1014 neq/cm2,
the exact value depending on the proton energy [34]. In case
of neutrons, the total ionizing dose is due to the gamma-ray

TABLE IV

RADIATION DAMAGE MODEL FOR P-TYPE SUBSTRATES

(IN THE RANGE 1.6 × 1016–2.2 × 1016N/CM2)

Fig. 17. Comparison between simulated and experimental charge collec-
tion [36] in n-on-p strip detectors at 248 K and 500 V (red symbols) and
900 V (black symbols) bias.

background, and oxide charge saturation is reached at fluences
of the order of 1×1016 neq/cm2 [35]. Since surface damage has
an effect on the CCE only for very large fluences higher than
1 ×1016 neq/cm2, the oxide charge density can be assumed to
be saturated for both protons and neutrons.

In Fig. 17, the comparison between simulated and experi-
mental [36] charge collection in n-on-p strip detectors at 248 K
and 500 and 900 V bias is reported for the full range of
expected doses at HL-LHC. Experimental data at 500 V are
available only up to a fluence of 1 × 1016 neq/cm2 [36].
A very good agreement along the whole fluence range has
been indeed obtained, thus fostering the application of this
model for the design and optimization of some parameters of
the new generation of silicon detectors to be used in the next
generation of HEP experiments.

V. CONCLUSION

Bulk and surface radiation damage effects have been con-
sidered in a comprehensive TCAD radiation damage modeling
scheme. The proposed model has been developed through
the comparison of the simulation findings with experimental
measurements. A surface damage model has been devised by
introducing the relevant parameters (NOX, NIT) extracted from
experimental measurements carried out on p-type substrate
test structures after X-ray irradiations in the range 50 krad–
10 Mrad. The analysis of the effects of the interface traps on
the strip isolation has been carried out. In particular, the effects
of different donor interface trap parameters (energy level, con-
centration, distribution) have been evaluated. The combined
surface and bulk modeling scheme was able to reproduce the

MOSCATELLI et al.: EFFECTS OF INTERFACE DONOR TRAP STATES ON ISOLATION PROPERTIES 2265

Fig. 12. Measured (dashed lines) and simulated (solid lines) interstrip
resistance as a function of the VBIAS at different X-ray doses. Simulations
are obtained considering two acceptor interface traps at ET = EC − 0.4 eV
and at ET = EC − 0.6 eV and one donor interface trap at EV + 0.6 eV.
In this case NIT = 0.85 × NOX [23].

Fig. 13. Measured (dashed lines) and simulated (solid lines) interstrip
resistance as a function of the VBIAS at different X-ray doses. Simulations
are obtained considering two acceptor interface traps at ET = EC − 0.4 eV
and at ET = EC − 0.6 eV and one donor interface trap at EV + 0.7 eV.
In this case NIT = 0.8 × N .

tends to reduce the isolation, due to the additional increasing
contribution of “deeper” trap levels (e.g., at a greater distance
from the valence band), while the additional levels closest to
the valence band have no significant effects. Aiming at an
overall control of the effects, at the same time minimizing the
fitting parameters, all distributions have been described with
the same, minimum value of σ reported in [5], [6], and [15].

The oxide charge and interface trap density used for surface
damage modelling is summarized in Table I. In Fig. 15,
measured and simulated interstrip resistance as a function
of the VBIAS at different X-ray doses, considering Gaussian
distributions for the interface traps, are shown. In this case
NIT = 0.85 × NOX. In Fig. 16, the same comparison for
the case NIT/NOX = 0.9 is reported. In these two cases,
the isolation at high doses and low bias voltages is better
reproduced with values of NOX comparable with the measured
ones.

A comprehensive TCAD model has been eventually devised
by combining the surface damage model previously described

Fig. 14. Measured (dashed lines) and simulated (solid lines) interstrip
resistance as a function of the VBIAS at different X-ray doses. Simulations
are obtained considering two acceptor interface traps at ET = EC − 0.4 eV
and at ET = EC − 0.6 eV and one donor interface trap at EV + 0.75 eV .
In this case NIT = 0.85 × NOX.

Fig. 15. Measured (dashed lines) and simulated (solid lines) interstrip
resistance as a function of the VBIAS at different X-ray doses. Simulations are
obtained considering two acceptor interface traps with Gaussian distributions
with peak energy at ET = EC − 0.4 eV and at ET = EC − 0.6 eV
and one donor interface trap with Gaussian distribution with peak energy
at EV + 0.7 eV. σ = 0.07 eV for all traps. In this case, NIT = 0.85 × NOX.

and the bulk model developed and recently published [33] to
verify that the new surface model does not change the CCE of
the detector at very high fluences. The charge collection behav-
ior at 248 K of a 300 µm-thick n-on-p single strip detector
was simulated at increasing fluences, spanning the whole range
of fluence values expected at HL-LHC. The CCE has been
evaluated by considering a minimum ionizing particle hitting
the sample diode perpendicularly to the front side contact. The
transient behavior of the device was simulated over time, and
the current at the readout electrode was integrated over 20 ns,
after subtracting the leakage current pedestal, in order to find
the total charge collected.

The full details of the bulk traps are given in
Tables II–IV for 248 K and are the same parameters used
in [33]. Each defect level is characterized by different para-
meters: the energy level (eV), the associated defect type,
the cross sections for electrons σe and holes σh (cm−2), and the

•  In	 the	 conclusions	 authors	 mention	 that	 aspects	 not	 fully	
addressed	are	temperature	variation	and	annealing	conditions	
•  Nota	bene:	this	is	true	also	for	the	other	models	

CCE	 RINT	
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•  Nota	 bene:	 depletion	 voltage	 can	 be	 measured	 (and	
simulated!)	

•  This	is	generally	true	for	3-levelsmodels		à	la	Perugia	

! The columns were cylindrical and 5mm in radius.
The columns consisted of doped silicon, whereas
polysilicon is used in real devices. The simulation
used realistic doping profiles, which increased the
radius of the p–n junction around the columns to about
6:5mm.
! The nþ columns were isolated using a p-spray [26]

covering the front and back surfaces. This used a total
boron dose of 1:2 # 1012 cm$ 2, and had a peak
concentration of 2:5 # 1016 cm$ 3. The p-spray was
chosen to have a high enough dose to compensate for
the electron layer (preventing it from linking the nþ
columns together) and to have a fairly realistic profile.

This mesh was then used to do a series of charge collection
simulations. The experimental tests [24] had been done
using a de-focused, pulsed 1060 nm IR laser, which should
provide fairly uniform charge deposition with depth. The
resulting charge collection was then scaled to find the
corresponding signal that would be produced by a MIP,
which generates 80 electron–hole pairs per micrometre of
silicon. In the test, a large number of pixels were connected
together, which means charge sharing would have had no
effect, and the current signals measured were averaged over
1000 pulses. To give an equivalent test of the average
charge collection, the following simulations used uniform
charge deposition throughout the device. Once again, the
charge density was chosen to match a MIP, giving a total
of about 18 500 electron–hole pairs. As before, the current
signal was integrated over 10 ns, after correcting for the
leakage current. Lastly, since the experimental tests were
done using different biases at different fluences, the
simulations also used varying biases. The charge collection

results are shown in Fig. 5, and each data point is labelled
with the corresponding bias voltage.
Once again, the simulation results show a similar trend

to the experimental results, but give lower charge collec-
tion. The likely reasons for this have been discussed in
Section 2.3. In the planar detector simulation (Fig. 2) the
simulated collection efficiencies at high fluence are about
60–70% of the experimental values, and the same is true
for the 3D detector, even though the two devices have very
different structures. This indicates that these simulations
can be useful for comparing and understanding the
behaviour of different device structures.

4. Comprehensive simulation of 3D ATLAS pixel devices at
1016 neq=cm2 fluence

As mentioned in Section 3, a variety of different 3D
ATLAS pixel layouts are possible, with the number of nþ
electrodes per pixel ranging from 2 to 8—see Fig. 3 for
examples of 3- and 8-column layouts. Using the same
methods as described in the previous sections, all of these
device layouts have been simulated in order to compare
their performance at high fluence.

4.1. Depletion voltage and high-field behaviour

Using a fluence of 1016 neq=cm2, a steadily increasing bias
was applied to each of the 3D structures until it reached full
depletion. The resulting depletion voltages are shown in
Fig. 6. In this figure, the x-axis gives the distance between
the centres of neighbouring nþ and pþ electrodes, as
shown in Fig. 3. Each data point is also labelled with the
corresponding number of nþ columns per full ATLAS

ARTICLE IN PRESS

Fig. 4. Mesh used in the ‘‘3-column’’ ATLAS pixel detector simulations.
The oxide layer is not shown.

Fig. 5. Comparison between simulated and experimental charge collection
in a ‘‘3-column’’ ATLAS pixel detector. Experimental results are taken
from Ref. [24]. The labels indicate the bias used in both the experiments
and the simulations.

D. Pennicard et al. / Nuclear Instruments and Methods in Physics Research A 592 (2008) 16–2520 CCE	(3D	det.)	

band. The third level is a donor, and is further from the
midgap. Its main effect will be to trap excess holes from the
valence band.

The original trap model in Ref. [16] can accurately model
the increase in leakage current and effective doping
concentration (Neff ) due to radiation damage. Experimen-
tally, the change in Neff varies depending on the impurities
present in the silicon; this model was specifically chosen to
match float zone. In this paper, the carrier cross-sections
have been modified in order to accurately model the
trapping rates. The effective doping concentration will not
be significantly affected, but the accuracy of the leakage
current will be reduced somewhat.

When excess electrons are generated in silicon, the rate
of electron trapping, Re, is given by

Re ¼
n

teffe
(1)

where teffe is the effective electron lifetime and n is the
electron concentration. Experimentally, the inverse of the
lifetime increases linearly with the radiation fluence Feq,
and can be parametrised by

1

teffe
¼ beFeq. (2)

Then, looking at the trap dynamics, the parameter be is
related to the trap parameters by

be ¼
X

vethseZ (3)

where veth is the electron thermal velocity. The summation is
done over all the traps above the midgap because these
traps will nearly all be empty, whereas those below the
midgap will nearly all be occupied by electrons. Similar
equations apply to hole trapping [17]. Ultimately, this
means the trapping rate can be altered by adjusting the
traps’ cross-sections. It can also be shown that as long as
se=sh is kept constant, the effective doping concentration
will be altered very little.

In this model, the cross-sections have been chosen to
reproduce experimental values of be;h following irradiation
from Ref. [18]. These are be ¼ 4:0" 10#7 cm2 s#1 and
bh ¼ 4:4" 10#7 cm2 s#1.

An important point here is that the data on trapping
times is only available for fluences below 1" 1015 neq=cm2.
This is because the ‘‘charge correction’’ method used to
measure the lifetimes will only work with fully depleted
detectors, and at high fluences a detector’s depletion
voltage becomes very large. So, this model works on the
assumption that the linear relationship between fluence and
trapping in Eq. (2) can be extrapolated all the way up to
1" 1016 neq=cm2.

Since the behaviour of the traps is affected by the width
of the bandgap, all the simulations were done using the
same bandgap model—Slotboom [19]. These trap models
were designed to work using Synopsys TCAD’s default
temperature setting of 300K, whereas during lab tests a
detector may operate at ‘‘room temperature’’ or be cooled

to 263K or so depending on the particular test setup.
(When they are not being tested, detectors are stored at low
temperatures to prevent unwanted annealing.) Experimen-
tally, the leakage current generated by the traps increases
predictably with temperature, and leakage current values
are normally scaled to 293K to allow a fair comparison [7].
Finally, to model the effects of surface damage, a layer of

uniform positive charge was introduced at the interface
between the silicon substrate and the oxide layer. This had
an area density of 4" 1011 cm#2 before irradiation, and
1" 1012 cm#2 after irradiation [16].

2.3. Comparing the damage model to experiment

Next, this radiation-damage model was applied to planar
detectors, to check that it gives accurate results. Firstly, a
280mm-thick n-in-p pad detector was simulated with
different damage fluences, to determine the variation in
depletion voltage and leakage current. The structure and
substrate doping of these devices matched those tested in
Ref. [20]. The resulting depletion voltages in Fig. 1 show a
good match between the simulation and experiment.
The leakage current after irradiation is parametrised by

I leak=Vol ¼ aFeq. The simulation gives a ¼ 5:13"
10#17 A cm#1, whereas the experimental value is a ¼
ð3:99 % 0:03Þ " 10#17 A cm#1, measured at 293K following
an 80min anneal at 60 1C [21]. So, the simulated value is
about 30% higher than experiment. Given that these
simulations are intended to model Neff and trapping rather
than leakage current, and the experimental value of the
leakage current can change by more than 30% under
different annealing conditions, this result is acceptable.
Next, the charge collection behaviour of a 280mm-thick

n-in-p strip detector was simulated. This was done by

ARTICLE IN PRESS

Fig. 1. Comparison between simulated and experimental depletion
voltages in n-in-p pad detectors. Experimental results are taken from
Ref. [20].

D. Pennicard et al. / Nuclear Instruments and Methods in Physics Research A 592 (2008) 16–2518

Vdepl	(on	pad	diodes)	
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(a) 4ù1015 1 MeV neq/cm2. (b) 8ù1015 1 MeV neq/cm2.

Fig. 14. Comparison of measured and simulated CCE as a function voltage at � = 4ù1015 1 MeV neq/cm2 (proton irradiation) and � = 8ù1015 1 MeV neq/cm2 (neutron irradiation)
using a 2D mesh. Only the data point at 700V and 4ù1015 1 MeV neq/cm2 was used when tuning the model, the other values follow as a prediction. The error bars are calculated by
varying the temperature within its estimated uncertainty combined with the uncertainty given by the deviation between the 2D and 3D simulation.

Fig. 15. Electric field (simulated using a 2D mesh) in the centre of a pixel as a function of distance from the pixel side, at a bias voltage of 1000V, for different fluence levels.

to occur [22]. As the bias voltage increases, the regions with a field
high enough to cause significant impact ionisation extend further into
the device, and the overall field strength increases; and consequently
the current caused by avalanche generation will increase. This is shown
in Fig. 16(a). Fig. 16(b) shows a comparison of simulations with
and without avalanche generation, confirming that the non-saturating
behaviour of the I-V curve is caused by avalanche generation.

Avalanche multiplication also explains why the temperature sensi-
tivity of the charge collection efficiency increases with fluence and bias
voltage, as the avalanche generation rate is temperature dependent. If
charge multiplication is turned off in the simulation, the error bars due
to the uncertainty in temperature are reduced by a factor of two.

6. Conclusions

The proposed radiation damage model for Sentaurus TCAD is able
to reproduce the I-V curves of p-type silicon sensors up to a fluence of
8ù1015 1MeV neq/cm2. The model has been tested for temperatures
between *38 ˝C and *31 ˝C on a range of sensors with different irradia-
tion types and profiles. The model captures the transition from a linear
electric field and saturating I-V curve to a double junction electric field

and a non-saturating I-V curve. The latter is shown to be a consequence
of avalanche generation in the high-field regions of the double junction
profile.

Furthermore, it is shown that a two-dimensional approximation of a
pixel detector for CCE simulations is acceptable if the simulated particle
passes close to the centre of the pixel. The CCE calculated using the
proposed model is in agreement (within the estimated range of uncer-
tainty) with experimental data at fluences of 4ù1015 1MeV neq/cm2

and 8ù1015 1MeV neq/cm2.
It is the hope of the authors that the proposed model contribute

towards obtaining a comprehensive TCAD model of radiation damage
in silicon sensors. It seems clear that avalanche multiplication becomes
increasingly important at high fluences, and that it must be carefully
included in order to obtain a complete model.
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LHCb	

The	“third”	level	is	
very	close	to	the	

valence	band	that	it	
doesn’t	affect	too	
much	the	electric	
field	distribution	

to the varying charge carrier mobilities across the bulk and
to the requirement of a constant current density.

The model parameters obtained with the best fit
procedure are shown in Table 1.1 We observe that the

donor trap concentration increases more rapidly with
fluence than does the acceptor trap concentration. The
ratio between acceptor and donor trap concentrations is
0.76 at the lowest fluence and decreases to 0.40 at
6! 1014 neq=cm2. In addition, the fits exclude a linear
dependence of the trap concentrations with the irradiation
fluence. At F ¼ 6! 1014 neq=cm2 the cross section ratio
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Fig. 3. Measured (full dots) and simulated (histogram) charge collection profiles for a sensor irradiated to a fluence of F ¼ 0:5! 1014 neq=cm2 (a–c) and of
F ¼ 2! 1014 neq=cm2 (d–g), and operated at several bias voltages.
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Fig. 4. The z-component of the simulated electric field resulting from the model best fit is shown as a function of z for a sensor irradiated to a fluence of
F ¼ 0:5! 1014 neq=cm2 (a) and F ¼ 2! 1014 neq=cm2 (b). (c) Space charge density as a function of the z coordinate for different fluences and bias voltages.

1The comparison of the measured and simulated profiles at F ¼
6! 1014 neq=cm2 can be found in Ref. [2].

V. Chiochia et al. / Nuclear Instruments and Methods in Physics Research A 568 (2006) 51–5554

Cfr.	Chiochia	et	al.		
NIM	A568	(2006)	

51–55		
The	model	is	based	
on	EVL	levels	only	
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Perugia	&	3D	

•  Why	they	differ	with	respect	to	EVL/Chiochia/LHCb?	
•  Just	a	combination	of	thickness/fluence/particle	energy?	



Comments	
•  In	2-states	models	energies	are	closer	to	the	intrinsic	level	than	in	3-

states	models	
•  Yet	they	both	reproduce	correctly	the	level	of	leakage	current		
•  And	the	CCE	
•  Why	then	do	they	differ	in	the	predicted	electric	field?	
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One	single	
radiation	damage	
model	cannot	
describe	both	
situations!	



Comments	
•  In	2-states	models	energies	are	closer	to	the	intrinsic	level	than	in	3-

states	models	
•  Yet	they	both	reproduce	correctly	the	level	of	leakage	current		
•  And	the	CCE	
•  Why	then	do	they	differ	in	the	predicted	electric	field?	
Ø Use	grazing	angle	technique,	edge-TCT	and	TPA	to	study	“your”	field	
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AVAILABLE	SOFTWARE	
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Available	software	
•  By	now	you	should	know	that	the	most	used	TCAD	tools	in	HEP	are:	

–  Silvaco	ATLAS	
–  Synospys	SENTAURUS	

•  And	that	the	two	do	not	agree	on	some	fundamental	aspects	J	
–  AIDA	2020	WP7	meeting	(Paris,	2/2016):
https://indico.cern.ch/event/477003/contributions/1155199/
attachments/1234150/1811069/bomben_comparison_160225.pdf	

–  28th	RD50	WS	(Torino,	6/2016):
https://agenda.infn.it/getFile.py/access?
contribId=3&sessionId=1&resId=0&materialId=slides&confId=11109	

–  31st	RD50	WS	(Geneva,	11/2017):
https://indico.cern.ch/event/663851/contributions/2788159/
attachments/1562199/2460062/bomben_silvaco_simulations.pdf	
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So....	
•  If	you	use	Synopsys	you	are	not	alone	(Hamburg,	LHCb,	Perugia,	

MPP,	...)	
•  If	you	use	Silvaco...	let	me	know	J	
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1D	VS	2D	VS	3D	VS	4D	SIMULATIONS	
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1D	vs	2D	simulations	
1D	simulations	are	OK	for:	
	
•  Leakage	current	density	

•  Electrode	to	backside	
capacitance	

•  Charge	collection	efficiency	
–  For	pads	
–  For	strip	detectors	at	low	
fluences	
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2D	simulations	are	OK	for:	
	
•  Interstrips	capacitance	

•  Charge	collection	efficiency	
–  For	strip	detectors	
–  For	pixels	detectors	at	low	
fluences	



2D	vs	3D	simulations	
2D	simulations	are	OK	for:	
	

•  Interstrips	capacitance	

•  Charge	collection	efficiency	
–  For	strip	detectors	
–  For	pixels	detectors	at	low	
fluences	
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3D	simulations	are	perfect	for:	
	

•  Interpixels	capacitance	

•  Charge	collection	efficiency	
–  For	pixel	detectors	



Ramo	Potential:	1D	vs	2D	
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3D	50x50	µm2	structure		
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Ramo	Potential:	3D	
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Ramo	potential:	comparison	
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Charge	Collection	Efficiency:	comparison	
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4D	simulations?	
•  Time	dependent	simulations	of	segmented	LGADs...		

•  Computational	complexity	might	be	prohibitive,	though	
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CONCLUSIONS	
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Conclusions	and	Outlook	
•  TCAD	simulations	help	in	optimizing	new	detector	design	and	they	

offer	insight	in	observables	otherwise	difficult	to	access	
–  e.g.	electric	field,	ramo	potential	

•  It	is	important	to	correctly	model	the	detector	geometry	to	get	the	
correct	answer,	even	if	in	some	cases	simple	approaches	are	possible	

•  The	challenge	of	HL-LHC	for	silicon	detectors	is	signal	loss	
•  For	this	challenge	TCAD	simulations	have	to	be	validated	on	

testbeam	data	to	assess	their	predictive	power	
•  Correct	temperature	dependence	and	annealing	are	not	yet	correctly		

modelled	in	actual	radiation	damage	models	
•  Future:	at	the	moment	a	combination	of	Geant4	and	TCAD	looks	like	

the	best	way	to	make	solid	predictions	
–  Allpix	&		allpix-sqaured;	application:	see	also	the	talk	by	Lorenzo	Rossini	
on	new	ATLAS	pixel	digitizer	
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Backup	
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3D	mesh	
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Doping	
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