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Share	  and	  Repeat	  an	  Application

Alice wants to share her input data files and 
program source code with Bob
Bob wants to repeat Alice’s application to validate 
her inputs and outputs. 
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Alice’s	  options

1. A tar and gzip

2. Build a website with model code, parameters, and data
3. Submit to a repository such as GitHub, DockerHub
4. Create a virtual machine
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Bob’s	  frustration

• I	  do	  not	  find	  the	  lib.so required	  for	  building	  the	  model.
• How	  do	  I	  do	  this?

Lack of easy and efficient methods 
for sharing and reproducibility 
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Scientific	  Reproducibility	  Crisis

• Source: 1,500 scientists lift the lid on reproducibility. Nature Survey. Corrected 25th May, 2016. Accessed 
April 13th, 2016
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Data	  Sharing	  Crisis
Journal Sharing Policy1
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2011 2012

Required as condition of publication 18 19

Required but may not a↵ect editorial decisions 3 10

Encouraged/addressed, may be reviewed and/or hosted 35 30

Implied 0 5

No mention 114 106
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2011 2012

Required as condition of publication 6 6

Required but may not a↵ect editorial decisions 6 6

Encouraged/addressed, may be reviewed and/or hosted 17 21

Implied 0 3

No mention 141 134

1Source: Stodden, Guo, Ma (2013) PLoS ONE, 8(6)
3 / 49
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Solution	  Space

Virtualization Distributed  
Version  Control

Research  Object

portable

self-contained

repeatable collaborative

versioned

documented

No easily creatable, readily reusable, efficiently versioned,
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The	  Sciunit:	  A	  reusable	  research	  object

• Captures application executions

• Repeats executions
• Reproduces executions, changing input args
• Versioned executions stored as one sciunit
• Uses provenance for self-documentation
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Demo
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Packaging	  Details

1) Attach to process

2) Intercept system calls

3) Copy files / executables

4) Log system calls
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Storage	  and	  Retrieval

Deduplicated  Container  Storage

Store package:

1) Archive package-root

2) CDC on archive

3) Store manifest

Retrieve package:
1) Retrieve manifest

2) Concatenate chunks

3) Extract archive
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Provenance

Part Of A Normal (Verbose) Provenance Log

Small Section Of Graph Built From Normal Provenance LogDOMA	  Workshop	  Flatiron	  Institute	  Nov	  16-‐17	  2017



Summarization:	  Group	  By	  Similarity
• Group	  vertices	  by	  type/connections
• Find	  min-‐connected	  nodes,	  pack	  into	  hubs

Similarity  AppliedFull  Graph
Packability  Applied
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Package	  and	  Repeat

• I/O-intensive apps: VIC

• Non-I/O-intensive apps: FIE
Package/Repeat  Runtimes

1) Run app normally

2) Run with package

3) Run with repeat
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Use	  Cases

• City of Chicago Food Inspections 
Evaluation Model (Data Mining)

• Four applications

• Two languages

• 130 files

• 1580 dependencies

• 908 MB

• Variable Infiltration Capacity

• Four applications

• Five languages

• 7 GB

• Atlas and CMS

• TauRoast and Athena

• Python and C-based event 
reconstruction and data reduction 

• Used code and configuration are 
dynamic depend-
ing upon input data, 

• Jupyter Notebooks

• December 12-13 at the American 
Geophysical Union
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An invariant framework for conducting reproducible computational science Meng et al.

tualization with software delivery mechanisms for efficiently capturing, invariantly preserving,
and practically deploying applications. We measure the performance overhead of lightweight
virtualization and software delivery approaches, and show how the preserved packages can be
distributed to allow reproduction and verification.

2 High Energy Physics Applications

We study applications taken from two experiments of the CERN Large Hadron Collider, namely
the ATLAS experiment and the CMS experiment. In LHC, the ATLAS and CMS experiments
are distinct, developed independently by two entirely separate physics communities. Con-
sequently, their applications have very different software distribution and data management
frameworks, raising the question of whether common reproducibility frameworks and tools
work across the two communities. One of the applications of the ATLAS experiment is the
Athena application, which is a general purpose processing framework including algorithms for
event reconstruction and data reduction [6]. The CMS experiment is conducted through an
application termed TauRoast, which searches for specific cases where the Higgs boson decays
to two tau leptons [8].

Code and data in TauRoast are available through five different networked filesystems which
are mounted locally, an HDFS cluster for data, some configuration files were stored on CVMFS [2],
and a variety of software tools were on an NFS, PanFS and AFS systems. In addition, code may
exist in version control systems such as Git, CVS, and CMS Software Distribution (CMSSW).

Figure 1: Inputs to Tau Roast

Data that is input to TauRoast is obtained by reducing
it through a pipeline, as shown in Figure 1. Conse-
quently, the real input data may vary depending upon
the topic of research. Similarly the software may name
many possible components but the used components
are smaller than the named ones.

Data in Athena is obtained through an external
Dropbox-like system called the FaxBox, but does not
pass through any reduction steps. Code is obtained
through CVMFS, which provides the analysis routines.
The invoked configuration will change, however, de-
pending upon the input data code. Thus in Athena
the used code and configuration are dynamic depend-
ing upon input data, whereas in TauRoast the code and data are static, but the amount of data
and code to include changes depending on the science involved.

3 Challenges in Reproducing HEP Applications

The application specifications of TauRoast and Athena were provided to us in the form of an
email that described in prose how to obtain the source, build the program, and run it correctly
on one specific machine at our home institution, but with no particular guarantee that it will
run anywhere else in the world. This minimal level of documentation about software is routine
in the scientific world. Below we describe the challenges faced when capturing the application
details in a reproducible form and then preserving them for subsequent reuse:

• Identifying all dependencies. Due to the distributed nature of HEP applications,
these applications depend on a large number of external and local dependencies. External
dependencies are often explicitly stated, such as when the application makes connections
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Conclusions	  and	  current	  work

sciunit is a portable, self-contained, and inherently
understandable versioned unit of computation.

• Graph summarization testing
• Database applications
• Exact partial repeatability
• Apps with network-operations
• Parallel HPC applications
• Emerging reusable object formats 
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