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has 10 vyears of experience in
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He developed codes solving the
quantum physics equations for light absorption
by materials, taught workshops to scientists
worldwide, and wrote about high performance
computing in the cloud before it was fashionable.
He worked as a in
Antwerp, Lausanne, Seattle, and Zurich. He
contributed to the WIEN2k code (Density
Functional Theory calculations of material
properties, www.wien2k.at) and the FEFF code
(X-ray and Electron absorption spectra,
www.feffproject.org).

Kevin joined in 2015 to help accelerate
the adoption of cloud computing in the scientific
community globally.
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“Where is all this data
going to go? How is it
going to be worked on?”

“Data is only as valuable
as the decisions it
enables.”

“Shouldn’t someone,
maybe, budget some $
for all this?”



FF to 2017 —is the research world ready to solve challenges?

* Rapid development of technology/methods (ML, Al, IoT, ...)
* Self-driving cars and personalized medicine look very real
* Cloud matured as a platform

* “Reproducibility” became “reusability”

* Expanding user base

* Research data mandates are everywhere

* We still don’t know who will pay for them

* New storage products needed for research data?

* Are policies up-to-date?

* Standards? (netcdf vs geotiff, light sources, metadata ...)
* Are tools compatible with object stores (vs FS)?

* Legal challenges (NGOs, cities ...)

* Privacy issues (compliance ; press ; math e.g. DP)



Public cloud as platform for research data

« Unlimited storage

* Platform for collaboration (bring everyone to the data)

. Security (job zero; sophisticated real-world controls; compliance e.g. HIPAA ..))

« Toolset to extract value from data, rapidly expanding

« Services for ingesting data streams (ioT --- Kinesis --- SnowMobile)

AWS Snowmobile moves 100PB to the cloud per trip
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How is Cloud Computing different from on-premise?

* Request servers by the hour in the cloud, and dismiss them when
your work is finished

 Pay for what YOU use (pay per server per hour, or per GB stored)

« AWS does all the undifferentiated work, and does it well (security,
datacenter operations, cooling, power, hardware failures, patching/resizing/backing
up databases, ...)



AWS Storage Options for HPC Workloads

EFS

Highly available,
multi-AZ, fully
managed network-
attached elastic file
system.

For near-line, highly-
available storage of
files in a traditional
NFS format (NFSv4).

Use for read-often,
temporary working
storage

EC2+EBS

Block storage device
(SSD or HDD) for file
system attached to
EC2 instance. Can
build parallel file
system (e.g., using
Intel Lustre).

For near-line storage
of files optimized for

high I/O performance.

Use for high-10Ps,
temporary working
storage

Amazon S3

Secure, durable,
highly-scalable object
storage. Fast access,
low cost.

For long-term durable
storage of data, in a
readily accessible
get/put access format.

Primary durable and
scalable storage for
research data

Amazon Glacier

Secure, durable, long
term, highly cost-
effective object
storage.

For long-term storage
and archival of data
that is infrequently
accessed.

Use for long-term,
lower-cost archival
of research data



Combining Compute and Storage

AWS cloud
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Clusters in the cloud are fit for purpose
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Architected and Audited for Security

Certifications and accreditations for AWS CloudTrail - AWS API call logging
workloads that matter for governance & compliance

 soc %n Log and review o ~di

user activity

Stores data in S3, or
archive to Glacier

FedRAMP

The CTO of NASA JPL, Tom Soderstrom, says that
he thinks his scientific infrastructure in AWS is
e s e more secure than that in his own data centers.




S3 storage brings tons of capabilities to your data

AWS
. ingest and process data streams

. capture data from lots of small devices, e.g. sensor networks,
smart cities, ...

. run SQL queries straight on S3 data (no cluster required)
. serverless compute actions on S3 objects
. Image recognition
. build user-friendly platforms for users
. Elastic MapReduce
. Relational Database Service



Amazon Athena for Population-Scale Analyses

Amazon Athena allows you to quickly and cost-effectively query the genomic
data of thousands of individuals to derive insights

Full Thousand Genomes Dataset (2.5K genomes = ~100K Exomes)
Aggregate Allele/Genotype Frequencies + ClinVar Join
~4 min
$0.50 for query
Selecting data from single sample + ClinVar Join
~10 sec
~$0.0003 for query

AWS Big Data Blog

Interactive Analysis of Genomic Datasets Using Amazon Athena

Permalink ' # Comments

http://amzn.to/2m8zU0A



Scientific computing offerings:
AWS Marketplace — Technology Partners
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Qpen data

: i happy data
AWS and collaboration

Increase scientific impact




Benefits of AWS Cloud for collaboration

 Built from the ground up with sophisticated, real-world security: share
without giving up security.

« Use AWS worldwide network and data centers to reach your collaborators.

« Collaborators can analyze your shared data in their own account, and run

your shared applications in their own account, using the “infinite” EC2
compute and data analytics capacity available, at their own expense.

« Not necessary for everyone to download a copy of the dataset: everyone
can bring analytics to central copy.

* You retain full ownership. Data never leaves a country (“data sovereignty”)
unless you explicitly move it.



Global Infrastructure

MONTREAL {Coming soon)

BELING
OHIO (Coming soon| IRELAND
il : FRANMKFURT
O SEOUL
OREGON
O UK [Coming soon) O
N, CALIFORNIA NINGXIA (Coming $oon)
H. VIRGINIA TOKYO
MUMBAI
AWS GOVCLOUD
SINGAPORE
SAD PAULO
Ragion &
Number of Availability Zones pop—

O sz Bring the users to the data, don’t send the
data to the users



Public datasets on AWS

To enable more innovation, AWS hosts a selection of datasets that anyone
can access for free. Data in our public datasets is available for rapid
access to our flexible and low-cost computing resources.

Life Science Earth Science
 Landsat
)  TCGA & ICGC . NEXRAD
« 1000 Genomes *  NASANEX

« Genome in a Bottle
* Human Microbiome Project

{ 3000 Rice Genome Internet Science

Common Crawl Corpus
— Google Books Ngrams
S *  Multimedia Commons
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Earth on AWS
| Build planetary-scale applications in the
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http://aws.amazon.com/earth

NEXRAD on AWS

The Next Generation Weather Radar (NEXRAD) is a network of 160 high-

270TB Of VO I ume scan fl I es an d resolution Doppler radar sites that detects precipitation and atmospheric
. . movement and disseminates data in approximately five minute intervals
real 't| me C h un kS as o bj eCtS on from each site. NEXRAD enables severe storm prediction and is used by

researchers and commercial enterprises to study and address the impact
of weather across multiple sectors.

Amazon S3.

Data can be accessed
programmatically via a
RESTful interface and quickly

deployed to any of our . E . ‘ ” . E-
products for analysis and

i NEXRAD Amazon S3 Amazon EC2 Amazon S3
proceSSIng ' Sites Real-time data Continuously-

. L . chunks updated archive

Amazon Simple Notification | }
Service (SNS) allows
subscription to notifications of |ll |ll

new data. Amazon SNS Amazon'SNS
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Immediate usage:

= Climate Corporation

of an analysis pipeline
» |ncreased NEXRAD usage

out

= A weather data company stopped storing
their own NEXRAD archive,

to build new products.

Level-Il NEXRAD Data Accessed from January to July (TB)

2013 Jan-jul 2014 Jan-Jul

2015 lan-Jul

2016 Jan-Jul

B Amazon

NCEI

of NEXRAD archive orders
for both arc
of the NEXRAD data staye

are now fulfilled by AWS
hived and realtime data

d on the AWS platform

Utilization has increased by 2.3 times at AWS
at no net cost to the US taxpayer '

job that took 3+ years

loads on NOAA archives are down over

9 DJPatil

-l
Wow. What happens when @NOAA puts their data on the
cloud. #WHOpenData

@DJ44
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Landsat on AWS
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New ways of working with research data

Spot market for low-cost research computing
Containers

Accelerators

« Serverless computing

0.‘
w
-
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Machine Learning



1. Spot: ICRAR/CHILES finding neutral hydrogen galaxies

* Aglobal radio astronomy consortium (led by Columbia University in New York)
needed to process observational data from the Very Large Array telescope in New
Mexico. A 12-hour SLA meant they need ~$2 million of conventional HPC hardware.
This was impossible because they had only $50k.

» Using the EC2 Spot market in AWS’s northern Virginia region, they were able to
deploy their HPC workload at a much larger scale -- so they always beat their SLA --
whilst averaging only $1,200 per month of EC2 compute resources, well within their 2-
year budget of $50k.

» The project produced a major discovery which smashed the previous record for
identifying a neutral hydrogen galaxy by nearly twice the redshift of its predecessor.



The “Spot Market” stretches your research budget $$

# CPUs

time

Spot Market

Our ultimate space

= filler.

Spot Instances allow you
to name your own price
for spare AWS
computing capacity.

Great for workloads that
aren't time sensitive, and
especially popular in
research (hint: it's really
cheap).




Elasticity: Natural Language Processing at Clemson University — 550,000 cores &
EC2 Spot Instances

Concurrent vCPUs in US East (Northern Virginia)

1,200,000

1,000,000

800,000

600,000

400,000

200,000

L ESE%EE‘E E HHH EEEEEE ;:5%5‘ S

https://aws.amazon.com/blogs/aws/natural-lanqguage-processing-at-clemson-university-1-1-
million-vcpus-ec2-spot-instances/



https://aws.amazon.com/blogs/aws/natural-language-processing-at-clemson-university-1-1-million-vcpus-ec2-spot-instances/

Elasticity: Natural Language Processing at Clemson University — 550,000 cores &
EC2 Spot Instances

N
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“l am absolutely thrilled with the outcome of this experiment. The graduate students on
the project are amazing. They used resources from AWS and Omnibond and developed
a new software infrastructure to perform research at a scale and time-to-completion not
possible with only campus resources. Per-second billing was a key enabler of these
experiments.”— Prof. Amy Apon, Co-Director of the Complex Systems, Analytics and
Visualization Institute

https://aws.amazon.com/blogs/aws/natural-language-processing-at-clemson-university-1-1- i
million-vcpus-ec2-spot-instances/



https://aws.amazon.com/blogs/aws/natural-language-processing-at-clemson-university-1-1-million-vcpus-ec2-spot-instances/
https://people.cs.clemson.edu/~aapon/

2. Evolving Compute Abstractions — Containers/Batch

I )&)*:

Physical Virtualisation Containerization Serverless

On-premise server EC2 instance Docker




AWS Batch —a managed service for container based jobs

« Completely manages compute infrastructure for you

« Only define your applications and resource requirements
» Shell scripts
* Linux executables
» Docker images

« Batch takes care of the rest
» Jobs can be Lambda functions or applications
» Array Jobs for Parametric Sweeps
» Jobs are submitted to a Job Queue
» Sophisticated job dependencies
« Automated job retries
* MPI next! (But, not right now.)




Example Genomics workflow on AWS

AWS DATA
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Example Genomics workflow on AWS

CloudWatch Scheduled Event trigger
Lambda functions which countthe 0 dwatch Alarms on
RUNNABLE Job Queue Length and this metric trigger

populate CW Custom Metric AutoScaling actions

: :‘ ,: : VCFs
onS3 S3 Events trigger Runnable Jobs  teececeececcca.- : b
Lambda function which . :
Submits AWS Batch Jobs
AWS
Batch

Population
Analysis
on EMR
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3. Serverless Computing: AWS Lambda

is a service which allows for in a variety of languages to be deployed

into the cloud natively, and to be in the cloud. The infrastructure
(hardware, operating system and software environment) for Lambda is by AWS and

Bring your own code = Simple resource model

Node.JS, Java, Python 5 b +  Select memory from 128MB

Java = Any JVM based to 1.5GB in 64MB steps

language such as Scala, « CPU & Network allocated

Clojure, etc. proportionately to RAM

Bring your own libraries * Reports actual usage



Serverless Computing: AWS Lambda

is a service which allows for
into the cloud natively, and to be

in a variety of languages to be deployed
in the cloud. The infrastructure

(hardware, operating system and software environment) for Lambda is by AWS and
No Servers to Continuous Scaling Subsecond
Manage Metering
["]o]o]m][s]

AWS Lambda automatically runs
your code without requiring you to
provision or manage servers. Just
write the code and upload it to
Lambda.

AWS Lambda automatically
scales your application by running
code in response to each trigger.
Your code runs in parallel and
processes each trigger
individually, scaling precisely with
the size of the workload.

With AWS Lambda, you are
charged for every 100ms your code
executes and the number of times
your code is triggered. You don't
pay anything when your code isn't
running.



Two examples of HPC on Lambda

have built quickly PyWren.i0 4rise
scaling genomics def my_function(b):
anaIyS|S On AWS Lambda X = np.random.normal(0, b, 1024)

A = np.random.normal(0, b, (1024, 1024))
return np.dot(A, x)

UC Berkeley

pwex = pywren.default_executor()
res = pwex.map(my_function, np.linspace(0.1, 100, 1000))

GT-Scan2 Microservice-based target-finder for editing technologi

lets you run your existing
python code at massive scale via
AWS Lambda
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Figure 2: Running a matrix multipli-
cation benchmark inside each worker,
we see a linear scalability of FLOPs
across 3000 workers.
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Figure 3: Remote storage on S3 lin-
early scales with each worker getting
around 30 MB/s bandwidth (inset his-
togram).

Source: “Occupy the Cloud: Distributed Computing for the 99%”
https://arxiv.org/pdf/1702.04024.pdf

Pywren: Lambda in the context of Grid Computing
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rate (txns/s)
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0
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Figure 4: Remote key-value opera-
tions to Redis scales up to 1000 work-
ers. Each worker gets around 700 syn-
chronous transactions/sec.

4drise

parallel scaling capabilities that used to be the

sole preserve of large super-computing centers.

UC Berkeley



CSIRO - Cloud-based CRISPR prediction

CSIRO used AWS Lambda functions to completely re-engineer a cluster
HPC workload to identify optimal gene editing sites for personalized treatment.

« “GTScan-2" job runtime varies from 1 second to 5 minutes, because the
complexity of the targeted gene can vary dramatically.

* Rapid turn-around times are needed for real-time analysis.

Server-based solutions can’t be provisioned efficiently to handle the variability
and quick turn-around — either you have lots of servers sitting idle, or you have
to wait minutes for new servers to spin up.

Deployed using AWS Lambda, the GTScan-2 runtime is stable at a few minutes
per complete job, no matter how many jobs (i.e. genetic samples) are sent to it.

Re-casting of the code took only a few weeks. @

.® [OJ'
i ? ?



CSIRO - CRISPR search with AWS Lambda

GT-Scan2 Microservice-based target-finder for genome editing technologies

GT-Scan2.0 is implemented as a
microservices architecture using - v
AWS Lambda == ﬁ @ s

T 53 Bucket

bicinformatics. csino. awigl-scan Angular 2 app

Output:

- Ranked list of all possible largel sites
- onfoff targat scores for every site

- Polential severity of off-targets

User input
- Genome name
- Genomic kocation

SGI’VG”GSS = Technology (motif regEx)
° Does not req u i re use rS tO fgsearisubmt FosT 14 Requests off-targets for a given farge!

o | J o Scores target activity.

have high-compute power : o oo amaon

Y - Finds off-targets.
l' Olf-targets are posilions
| in the genoma with an identical,

or similar, sequ ence!ol:he

Finds targets.
Targets are all strings (len=-23) in
user-specified genamic rogion (len<1000),
malehing a regex

Requests job detal

Scalable: ‘_ Onaguons
«  Can be easily scaled to 'II 2

T, || 1
- = indox-part {Le. croates a job for
whole genome analysis rugasean e cerone e
& Il L.

Also implement as a “stand-alone” Faanms raoes g e orrares

Jobld: Targetid:
Rule: Position: n=# Chremosomes

« Can be run on local servers inpuSeuence: Taeequnce: 1.n
« Can incorporate your own ChiP-
se( data rather than public data

Requests targets and on-target
core for & given job

. :




4. 10T Real-time Flood Mapping with PetaBencana.id
Critical Web Services for Emergency Management

Custom interface for
Emergency Control Room

Real time flood data entered
Into system via web interface
and sourced from Twitter

loT water level sensing
devices, to cheaply increase
the monitoring across the
waterway network in Jakarta




AWS Internet of Things

Prototype flood sensor

Build 10T water level sensing devices, to
cheaply increase the monitoring across the
waterway network in Jakarta.

Use ultrasound sonar devices to measure
distance.

Transmit data securely across the Internet to
the AWS cloud and store in the database.

e

i happy data

T Jinty on AW




5. Machine Learning — biggest trend today
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& RISELab (“lgorithms, !Vachines, ~eople)

and industry partners (2012-2016) — AWS is founding partner.
Students and researchers AMPLab used AWS to

Resulted in Apache Spark, developed on AWS, and integrated with AWS core services.

between UC Berkeley, NSF,

oar

[ From batch data to advanced analytics ]

erkeley ata / nalytics “tack

In House Applications - Genomics, 10T, Energy

Algorithms

* Machine Learning, Statistical Methods \
* Prediction, Business Intelligence

A 4

Machines

* Clusters and Clouds
» Warehouse Scale Computing

People

4

 Crowdsourcing, Human Computation
* Data Scientists, Analysts

- \ ol
‘iﬁGfaDh/r - ’@\MS - Sample

4 Clean
Access and Interfaces
Spt:nfZ + @

Spaﬁ(‘z

Streaming SOOﬁ(Z sal KeystoneML

S, 50 fK Processing Engines

Succinct
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Storage

Resource Virtualization
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https://amplab.cs.berkeley.edu



https://amplab.cs.berkeley.edu/

AMPLab & (~eal-time Intelligent “ecure ~xecution)

*  Collaborative 5-year effort between UC Berkeley, National Science Foundation,
and industry partners. (2017-2021) — AWS is founding partner

Data only as valuable as the decisions it enables

Develop open source platforms, tools, and algorithms
for intelligent real-time decisions on live-data

Typical decision system

Preprocess T Intermediate W Decision I [ From live data to real-time decisions ]
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Observations, Feedback
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/. Scale in the Cloud

=7 CYCLECOMPUTING
(Meteic ________________Jcum |

LEADER IN CONDOR GRID COMPUTING SOLUTIONS

Compute Hours of Work 2,312,959 hours
Compute Days of Work 96,373 days
::oTe':::: ::.o:::o’ — :::,:;:':nmerinls Reporting Monitoring
Run Time < 18 hours Pending: 56
Max Scale (cores) 156,314 cores across 8 regions Running: 156314
Max Scale (instances) 16,788 instances ! Shutting-down: 126 J — g
_Timestamp: 11/3/13 8:17 PM [N AShat
150000
18 hours B
o006 205,000 materials analyzed
156,314 AWS Spot cores at peak
[’ 2.3M core-hours
50000 . Total spending: $33K
/ (Under 1.5 cents per core-hour)

10:00 12:00 14:00 16:00 18:00 20:00 22:00 Odiay 02:00 Ot




Fastest ever analysis of 1000 genomes

e 1,000 pediatric whole
genomes

« Average 40X coverage
« Max 60X coverage

« Total runtime 2h 25min
1000 FPGA instances

Children’s Hospital
of Philadelphia”

HOLDER
— e —




Life Sciences DNANexus

@ HGSC — Baylor College of Medicine
BCM Baylor CHARGE project:

1 -
[
- Bavlor College of Medicine

NGS Sequencing Facility Local Storage HGSCResearchers * Genomlcs anaIySIS on
' 14,000 participants

Raw sequencer outputl Variant calls T Tertiary analysisI
« 24 terabases of sequencer

content each month

- DNAnexus AP rr -’ \ 1|
. -HGSCTools )
4 R - o - 1PB of raw data storage
"-l"-l ll-.'l-. 'l-'. - 21,000 AWS compute

|'|'-.|'l'.. r"irri DNAnerus cores at peak
Siccuryeela i A — D0 « Initial analysis completed in
3.3 million EC2 core-hours {\ & 10 dayS
Input, intermediate, and result data

CHARGE Data Repository
860 TB

k Amazon S3 Amazon Glacier |/

\\K

Collaborator 3

CHARGE Consortium
&
Research Community

t
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ATLAS: High Throughput Computing at Scale
High Energy Physics  Discovery of the Higgs Boson Particle
- v « Added 58,000 Spot Cores Elastically

» Monte Carlo Simulations Searching for Particles
* Reduced workload from 6 weeks to 10 days

S ANEE S e

BROOKHIAEN

NATIONAL LABORATORY

2% Fermilab

Fa Office o

P ENERGY s

Source:



ATLAS Architecture with AWS




ATLAS Architecture
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Measuring the Higgs with Machine Learning

. identify particle spray (“jet”) originating from
Higgs Boson decaying into two bottom quarks (“double-b”)

Background: jets from other particles (

0.025

0.010 4

0.005

Data: 2.4 M jets, 2.0 M H jets oo
Training/testing/validation split: 60% / 20% / 20%

QCD

H(bb) Jet mass

40

&0 a0 100 120 140 160 180 200
M=o




Simply connected network: results

107

— deep double-b, auc = 96.4%
= BOT double-b, auc = 91.3%
1g-1 100% improvement over
L .k "
® Boosted Decision Tree S
=] "
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Training: Performance on AWS - big network

Significantly increase network complexity as an exercise
* Increased ConvlD filters from 32 to 1024
* Increased GRUs from 50 to 256
* Increased fully connected hidden layers from 100 to 512

o

Performance
* P2 instance (K80 GPU): 1735 min wallclock
* P3instance (V100 GPU): 365 min wallclock (475% fastetr)

Caveat

« Have done very little performance tuning (using Keras as driver)

« Unclear if we’re making good use of Tensor Cores



AWS and the Research Community
IT'S ABOUT

SCIENCE 6*6

[NOT SERVERS]
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1. AWS Researcher’s Handbook

The 200-page “ " for science in the cloud.

AWS Research Clou

Accelerating Science an d Program

d Innovation

Researcher
er's Ha
et s8N dboOK

Brendan Boy
ang dan Bouffier

Research & Tochnica) ™
nical Computiy
Amazon Web Services © O

Written by Amazon’s Research Computing
community

Explains foundational concepts about how AWS
can accelerate time-to-science in the cloud.

Step-by-step best practices for securing your
environment to ensure your research data is safe
and your privacy is protected.

Tools for budget management that will help you
control your spending and limit costs (and
preventing any over-runs).

Catalogue of scientific solutions from partners
chosen for their outstanding work with scientists.

aws.amazon.com/rcp



3. Serverless Computing: AWS Lambda

is a service which allows for in a variety of languages to be deployed

into the cloud natively, and to be in the cloud. The infrastructure
(hardware, operating system and software environment) for Lambda is by AWS and

Bring your own code = Simple resource model

Node.JS, Java, Python 5 b +  Select memory from 128MB

Java = Any JVM based to 1.5GB in 64MB steps

language such as Scala, « CPU & Network allocated

Clojure, etc. proportionately to RAM

Bring your own libraries * Reports actual usage



1. AWS Researcher’s Handbook

The 200-page “ " for science in the cloud.

AWS Research Clou

Accelerating Science an d Program

d Innovation

Researcher
er's Ha
et s8N dboOK

Brendan Boy
ang dan Bouffier

Research & Tochnica) ™
nical Computiy
Amazon Web Services © O

Written by Amazon’s Research Computing
community

Explains foundational concepts about how AWS
can accelerate time-to-science in the cloud.

Step-by-step best practices for securing your
environment to ensure your research data is safe
and your privacy is protected.

Tools for budget management that will help you
control your spending and limit costs (and
preventing any over-runs).

Catalogue of scientific solutions from partners
chosen for their outstanding work with scientists.

aws.amazon.com/rcp



2. Global Data Egress Waiver reduces data download cost

All qualifying research customers should use this!

Waives data Available to Researchers
egress charges Degree-granting strongly need
from qualified / Research
accounts Institutions

(capped at 15%
of Total Spend)

AWS peers with

for reliable, high-performance connection to/from AWS.

e.g. Esnet, Internet2, Geant, Jisc, Sinet, AARnet, ...

Join Research
Cloud Program,

Or talk to your
Account Team.




3. AWS Cloud Credits for Research

provide promotional AWS cloud credits for to conduct
research on AWS.

aws.amazon.com/research-credits

We especially like to support you in:
* building community tools
» proof of concept


http://aws.amazon.com/research-credits

.
4. Partnership with research funding agencies’ & Mo

WHERE DISCOVERIES BEGI

K AWS initiated collaborative program with the National Science Foundation (NSF) \

* The program provides NSF funds up to $26.5 million in addition to $3 million in AWS Cloud Credits to
researchers to perform

» Precedent for similar collaborative programs with other agencies, and international research entities.

* RFP awardees selected by NSF per usual review process, i.e.

- J

“In today's era of data-driven science and engineering, we are pleased to work with the
via the



5. AWS Educate & Academy

aws —reducate amazon | Academy
« Self-service membership  Authorized ~60-hour curriculum
. AWS usage credits developed & maintained by AWS
. Access to AWS Training content  Aligned to industry-recognized AWS
Certifications

« Curated content from AWS and " _
educators « Educator training and “instructor

: accreditation”
« Self-study learning paths and _
digital badges for students * Educator & Student discount for

AWS Certification exam
* Free Practice Exams

 Job board for students

Institutions, educators, and students benefit from both.



6. Billing: Budgets and Organizations

AWS Budgets:

Track which project each
expense belongs to

Get notified when bill
reaches a threshold

when limit
exceeded

See up-to-date spend
anytime in web browser

AWS Organizations:

Central management of
multiple AWS accounts

Control access policies and
compliance

Track costs & Control hill
payment across accounts
(& get volume discounts)

Free



7. Academic Overhead - u of Washington empowers
researchers to choose the best solution

Indirect Cost (FSA) Waiver for UN-IT
Research Storage, Compute and Cloud

Services _
Benefits

Effective April 1, 2015, UW-IT research storage, compute and contracted
cloud services are no longer subject to Indirect Costs, also known as Extending the F&A waiver to these UW-IT services allows Principal
Facilities & Administrative (F&A) charges for sponsored research Investigators (Pls) in a sponsored research program to choose the most

expenditures. appropriate solution to meet their computing needs, whether it be

. . . ) ) research storage, compute or contracted cloud services through UW-IT, or
This waiver applies to the following UW-IT services: & P &

Contracted Cloud Services

e Microsoft Azure

e Amazon Web Services

U. Washington also created a very active “eScience Institute” that supports
campus researchers/educators with Cloud adoption and other IT needs.



Thank You

jorissen@amazon.com

Register and enroll in the
AWS Research Cloud Program

https://aws.amazon.com/rcp
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https://aws.amazon.com/rcp

