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�2Overview

Angular correlations in top events are an interesting probe for 
(in)direct BSM as well as for over-constraining the SM. 

Unlike cross-section or mass measurements, they are 
less sensitive to the jet energy scale and PDFs.

ATLAS has performed many such measurements;  
in this talk, I’ll focus on three important results.
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�3Part I: Direct BSM

 [GeV]
1t

~m
200 300 400 500 600 700 800 900 1000

 [G
eV

]
10 χ∼

m

0

100

200

300

400

500

600

700

800

1
0
χ∼ W b →1t

~ / 
1
0
χ∼ t →1t

~

1
0
χ∼ b f f' →1t

~ / 
1
0
χ∼ W b →1t

~ / 
1
0
χ∼ t →1t

~

1
0
χ∼ b f f' →1t

~ / 
1
0
χ∼ W b →1t

~ / 
1
0
χ∼ t →1t

~

1
0
χ∼ b f f' →1t

~ / 
1
0
χ∼ c →1t

~

-1=8 TeV, 20 fbs

t

) <
 m

1
0

χ∼,
1t~

 m
(

∆

W

 + 
m

b

) <
 m

1
0

χ∼,
1t~

 m
(

∆
) <

 0
1

0
χ∼, 

1t~
 m

(
∆

1
0
χ∼ t →1t

~ / 
1
0
χ∼ W b →1t

~ / 
1
0
χ∼ c →1t

~ / 
1
0
χ∼ b f f' →1t

~ production, 1t
~
1t

~ Status: Dec 2017

ATLAS Preliminary

1
0
χ∼W b 

1
0
χ∼c 

1
0
χ∼b f f' 

Observed limits Expected limits All limits at 95% CL

-1=13 TeV, 36.1 fbs
0L                   [1709.04183]
1L                   [1711.11520]
2L                   [1708.03247]
Monojet          [1711.03301]
Run 1              [1506.08616]

Top-like BSM particles 
modify measured cross-
section but we can also 

probe with angles if 
their spin is different.

This includes 
scalars (stops, LQs) 

or vectors (LQs)

color = 
excluded

look for 
2 tops + MET 

out here



�4Light Stops
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Can we close the gap?

-already 
systematics limited

-signal modeling is 
challenging

- get a small gain 
from sqrt(s)

- get a small gain 
from improved xs 

precision
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4

Source of uncertainty �fSM
Detector modeling

Lepton reconstruction ±0.01
Jet energy scale ±0.02

Jet reconstruction ±0.01
Emiss

T < 0.01
Fake leptons < 0.01
b-tagging < 0.01

Signal and background modeling
Renormalization/factorization scale ±0.05

MC generator ±0.03
Parton shower and fragmentation ±0.06

ISR/FSR ±0.06
Underlying event ±0.04

Color reconnection ±0.01
PDF uncertainty ±0.05

Background ±0.01
MC statistics ±0.04

Total systematic uncertainty ±0.13
Data statistics ±0.05

TABLE II. Summary of systematic uncertainties on fSM in the
combined dilepton final state.

impact on the results.
The sizes of the systematic uncertainties in terms of

�fSM are listed in Table II. The total systematic uncer-
tainty is calculated by combining all systematic uncertain-
ties in quadrature.

The measured value of fSM for the combined fit is 1.20
± 0.05 (stat) ± 0.13 (syst). This agrees with previous re-
sults from ATLAS using data at a center-of-mass energy of
7 TeV [41, 42], and compares to the best previous mea-
surement using �� of fSM = 1.19 ± 0.09 (stat) ±
0.18 (syst) [42]. It also agrees with the SM prediction
to within two standard deviations.

This agrees with previous results from ATLAS using
data at a center-of-mass energy of 7 TeV [41, 42] and
agrees with the SM prediction to within two standard devi-
ations. An indirect extraction of Ahelicity can be achieved
by assuming that the tt̄ sample is composed of top quark
pairs as predicted by the SM, but with varying spin corre-
lation. In that case, a change in the fraction fSM leads to a
linear change of Ahelicity (see also Ref. [42]), and a value
of the spin correlation strength in the helicity basis Ahelicity

at a center-of-mass energy of 8 TeV is obtained by apply-
ing the measured value of fSM as a multiplicative factor to
the SM prediction of ASM

helicity = 0.318± 0.005 [36]. This
yields a measured value of Ahelicity = 0.38± 0.04.

The measurement of the variable �� is also used to
search for top squark pair production with t̃1 ! t�̃0

1 de-

cays. The present analysis is sensitive both to changes in
the yield and to changes in the shape of the �� distribu-
tion caused by a potential admixture of t̃1¯̃t1 with the SM
tt̄ sample. An example is shown in Fig. 1, where the ef-
fect of t̃1¯̃t1 production in addition to SM tt̄ production and
backgrounds is compared to data. No evidence for t̃1

¯̃t1
production was found.

Limits are set on the top squark pair-production cross
section by fitting each bin of the �� distribution to the dif-
ference between the data and the SM prediction, varying
the top squark signal strength µ. In contrast to the mea-
surement of fSM where the tt̄ cross section is varied in the
fit, here the tt̄ cross section is fixed to its SM value [71].
In addition, a systematic uncertainty of 7% is introduced,
composed of factorization and renormalization scale varia-
tion, top quark mass uncertainty, PDF uncertainty and un-
certainty in the measurement of the beam energy. All other
sources of systematic uncertainty are identical to ones in
the measurement of fSM. All shape-dependent modeling
uncertainties on the SUSY signal are found to be negligi-
ble. The limits are determined using a profile likelihood
ratio in the asymptotic limit [105], using nuisance parame-
ters to account for the theoretical and experimental uncer-
tainties.
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does not include top cross section uncertainties

Can we close the gap?



�8Light Stops

-already 
systematics limited

-signal modeling is 
challenging

- get a small gain 
from sqrt(s)

- get a small gain 
from improved xs 

precision

Can we close the gap?

100 120 140 160 180 200 220 240
Stop Mass [GeV]

2

2.5

3

3.5

4

13
 T

eV
 / 

8 
Te

V

Stop
Top

Numbers taken from this tiwki

https://twiki.cern.ch/twiki/bin/view/LHCPhysics/SUSYCrossSections


�9Light Stops

-already 
systematics limited

-signal modeling is 
challenging

- get a small gain 
from sqrt(s)

- get a small gain 
from improved xs 

precision

Can we close the gap?

are in good agreement with the magnetic model, but the
accuracy is roughly a factor four to seven worse than the
estimated error of the magnetic model.
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Can we close the gap?(1) Need high precision MC, 
also for uncertainties, on signal

(2) Off-shell tops require careful 
treatment for spin correlations

(3) Interplay with the top mass
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of Part III will be focused on the on-shell regime, which gives rise to the t¯t + Emiss
T

signature1 from the simplified model shown in Fig. 2.3.
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Figure 2.2: The average invariant mass of the b-quark and SM fermions from the
decay ˜t ! bff 0

˜�1
0 as a function of the stop mass and neutralino mass.

The kinematic properties of a stop decay event are determined by the momentum
of the top quark and the neutralino, as illustrated by Fig. 2.4. Due to a steeply
falling PDF, high mass stops are produced nearly at rest in the lab frame and so the
magnitude of the top quark and neutralino momentum are nearly same in this frame.
For a given stop mass M and neutralino mass m, this momentum is given by

p(M,m) =

r
(M2 - (mtop -m)2) (M2 - (mtop +m)2)

4M2
. (2.2)

Figure 2.5 shows the top quark momentum as a function of the stop mass and neu-
tralino mass using Eq. 2.2. Over a large region of parameter space, the relative ac-
ceptance (using the top momentum as a proxy) is relatively constant and near 100%.
For mLSP ⇠ 1

2
mstop + 100 GeV, there is a sharp transition where the acceptance drops

1The transition regions have finite width, so care is required when considering models in those
regions where the phenomenology is rapidly changing. The boundary region is discussed in the
context of the search results in Sec. 7.
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treatment for spin correlations

(3) Interplay with the top mass
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light stop gap still 

during Run 2.

N.B. this applies also for scalar leptoquarks. 
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�16Part III: “Constrain the SM” w/ Hadronic Correlations

The only way to get a clean sample of jet 
originating from a singlet decay (since LEP)

detector tracks, and simulated stable particles.

Given two jets J1 and J2, the jet-pull vector, ~P (J1), can be used to construct another observable, the jet-pull
angle ✓P (J1, J2), which relates the local colour structure information of J1 to the global superstructure of
the two jets. This is defined as the angle between the pull vector ~P (J1) and the vector connecting J1 to
another jet J2 in rapidity - azimuth - space,

�
yJ2 � yJ1, �J2 � �J1

�
. Figure 1 illustrates the jet-pull vector

and angle for an idealised di-jet system. As the jet-pull angle is symmetric around zero and takes values
ranging from �⇡ to ⇡, it is convenient to consider the normalised absolute pull angle |✓P | /⇡ instead as
observable. The measurement presented here is performed using this normalisation.

Figure 1: Illustration of jet-pull observables for a di-jet system. For a jet J1 the jet-pull vector (blue dashed) is
calculated using an appropriate set of constituents (tracks, calorimeter clusters, truth particles, . . . ). The variable
of particular sensitivity to the colour structure of J1 with respect to J2 is the jet-pull angle (red) which is the angle
between the pull vector for J1 and the vector connecting J1 to another jet J2 in localised y-�-space (green).

The jet-pull angle is particularly suited for studying the colour structure of an object decaying into a di-jet
system as the inputs into the calculation are well-defined and the observable is expected to be sensitive to
the presence or absence of a colour connection.

For such a system of two colour-connected jets, it is expected that ~P is aligned with the jet connection axis,
i.e ✓P ⇠ 0. Experimentally, the observable is smeared out but should exhibit a peak at small values and a
sloped reduction from there on. If ✓P is calculated for two jets without any particular colour connection,
the jet-pull vector and the connection axis are not expected to be aligned and thus ✓P is expected to be
distributed uniformly.

In this note, the normalised jet-pull angle is measured for two di�erent systems of di-jets in tt̄ events
using 36.1 fb�1 of pp collision data recorded by the ATLAS detector at

p
s = 13 TeV. The first targets the

jets originating from the hadronic decay of a W boson and thus from a colour singlet, while the second
targets the two b-jets from the top decays, which are not expected to be colour connected. Furthermore,
the magnitude of the jet-pull vector is measured. The results are presented as normalised distributions
corrected for detector e�ects.

In Section 2, the ATLAS detector is introduced. Section 3 discusses the data used by this analysis as well
as the simulation samples. The reconstruction procedures and event selection are presented in Section 4.

3

Step 1: How singlet-like is it?

Tool: Jet superstructure - 
the interplay between jet 
substructure and global 
radiation / kinematics.

1 Introduction

In high energy hadron collisions, such as those produced at the Large Hadron Collider (LHC) [1] at
CERN, quarks and gluons are produced abundantly. However, due to the confining nature of Quantum
Chromodynamics (QCD), the direct measurement of the interactions that occur between these particles
is impossible and only colour neutral hadrons can be measured. In practice, the high energy quarks and
gluons are measured as jets, which are bunches of collimated hadrons that form in the evolution of the
coloured initial particles. The colour connections between the high energy particles a�ect the structure of
emitted radiation and therefore also the structure of the resulting jets. For example, soft gluon radiation
is suppressed in some regions of phase space compared to others. A smaller e�ect arises in the process
of hadronisation, where phenomenological models are used to provide an approximate description, as for
example the colour string model [2].

Providing evidence for the existence of the connections — the colour flow — between particles is important
for the validation of the phenomenological description. Using the energy-weighted distributions of
particles within and between jets has been a long-standing tool for investigating colour flow, with early
measurements at PETRA [3] and LEP [4, 5] using a leptonic initial state. Later, using the abundance of
a hadronic initial state at the Tevatron, a precursor of the jet pull was studied [6]. Recently, the colour
flow was measured in tt̄ events at the LHC with the ATLAS experiment at a centre-of-mass energy ofp

s = 8 TeV [7] using the jet-pull angle.

Despite the long standing history of measurements of the colour connections, they remain a poorly
constrained e�ect of QCD and require further dedicated experimental input to be improved. Furthermore,
it may be possible to use the extracted colour information to distinguish between event topologies with
di�erent colour structure. In this case, it may provide knowledge complementary to the kinematic
properties of jets, allowing to handle otherwise irreducible backgrounds or facilitate the correct assignment
of jets to a desired physical process. For example, a colour flow observable could be used to resolve the
disambiguity in assigning b-jets to the Higgs boson decay in tt̄H (! bb̄) events. In this note the observed
data are compared to simulated colour flow consistent with the Standard Model (SM) expectation as well as
events which contain hypothetically colour-charged W bosons to investigate and illustrate the capabilities
of the method.

An observable predicted to encode colour information about a jet is the jet-pull vector ~P [8], a pT-weighted
radial moment of the jet. For a given jet J with transverse momentum pJT, the observable is defined as

~P (J) =
X

i2J

��� ~�r i
��� · piT

pJT
~�r i , (1)

where the summation runs over the constituents of J which have transverse momentum piT and are located
at ~�r i = (�yi,��i), which is the o�set of the constituent from the jet axis (yJ, �J ) in rapidity (y) - azimuth
(�) - space.1 Examples of constituents that could be used in Eq. 1 include calorimeter clusters, inner
1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector

and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points
upward. Cylindrical coordinates (r, �) are used in the transverse plane, � being the azimuthal angle around the z-axis. The
pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2). Using these coordinates, the radial distance
�R between two objects is thus defined as �R =

q
�⌘2 + ��2 where �⌘ and �� are the di�erences in pseudorapidity and

azimuthal angle between the two objects, respectively.

2

Question: how much does 
the radiation from one jet 
lean towards the other?
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Figure 13: Schematic representation of the object selection. At least four jets are required: two b-tagged
jets B1, B2 and at least two non b-tagged jets, labelled J1, J2. The charged lepton is used to trigger and a
cut on the missing energy from the neutrino is used to purify the sample in tt̄ events.

Selection Data E�ciency Powheg Fullsim E�ciency
Skim+Slim 2.33e8 100% 1.50e7 100%

GRL 2.23e8 96% 1.50e7 100%
Detector Problems 2.23e8 100% 1.50e7 100%

Vertex 2.23e8 100% 1.50e7 100%
Muon Trigger 2.23e8 100% 3.53e6 100%
� 1 muon 1.08e8 49% 2.74e6 78%
= 1 muon 1.01e8 93% 2.62e6 96%

No electrons 1.01e8 100% 2.48e6 95%
No bad jets 6.68e7 66% 1.94e6 78%
� 2 jets 3.77e6 6% 1.80e6 92%
� 3 jets 1.01e6 31% 1.42e6 79%
� 4 jets 3.16e5 88% 8.40e5 59%
MET 2.78e5 96% 7.75e5 92%

MET+MT 2.57e5 92% 7.33e5 95%
� 1 b-jet 1.36e5 53% 6.32e5 86%
� 2 b-jets 5.77e5 43% 3.07e5 49%
� 2 non b-jets 5.49e4 95% 2.92e5 95%

Table 4: Cutflow for the muon channel in data. E�ciencies are computed with respect to the previous
cut. MC event counts are unweighted.

One-lepton 
top pair 

selection:

PLB (2015) 475-493
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Given the above procedure for selecting the two jets from the hadronically decaying W boson, the jets
are labelled as jW1 and jW2 with the indices referring to their pT ordering. This allows calculation of two
jet pull angles: ✓P

⇣
jW1 , j

W
2

⌘
and ✓P

⇣
jW2 , j

W
1

⌘
which are labelled as “forward pull angle” and “backward

pull angle” respectively. Although the two observables probe the same colour structure, in practice the
two values obtained for a single event have a linear correlation of less than 1 % in data and can be used
for two practically orthogonal measurements. Figures 2(a) and 2(b) compare the distributions observed
for these two pull angles to those predicted by simulation at detector level.
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Figure 2: Detector-level distributions for the four considered observables: the forward (a) and backward (b) pull
angle for the hadronically decaying W boson daughters, the forward di-b-jet-pull angle (c), and the leading W
daughter jet-pull vector magnitude (d). Uncertainty bands shown include the experimental uncertainties to the event
selection and observable calculation. Details of the uncertainties considered can be found in Section 7.
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two values obtained for a single event have a linear correlation of less than 1 % in data and can be used
for two practically orthogonal measurements. Figures 2(a) and 2(b) compare the distributions observed
for these two pull angles to those predicted by simulation at detector level.
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Figure 2: Detector-level distributions for the four considered observables: the forward (a) and backward (b) pull
angle for the hadronically decaying W boson daughters, the forward di-b-jet-pull angle (c), and the leading W
daughter jet-pull vector magnitude (d). Uncertainty bands shown include the experimental uncertainties to the event
selection and observable calculation. Details of the uncertainties considered can be found in Section 7.
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peak at 0 - W daughters 
are “connected”

no peak - b’s are 
not connected

ATLAS-CONF-2017-069

https://cds.cern.ch/record/2285807


�19Jet Pull: Experimental Challenges
Measuring hadronic correlations is 
much harder than leptonic ones.
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�20Jet Pull for MC Tuningnamely P����� 6, P����� 8, and H����� 7. One main di�erence between these predictions is that the
P����� family uses a fundamentally di�erent hadronisation model than the H����� family. One SM
prediction uses M��G����5_aMC@NLO to produce the hard-scatter event, the hadronisation is then
performed using P����� 8. Finally, one SM prediction is obtained from events generated with S�����.

1
�

Fi
d

d�
Fi

d
d✓

P
� jW 1

,jW 2
�

0.9

1

1.1

1.2

1.3

1.4

1.5

1.6
ATLAS Preliminaryp

s = 13 TeV, 36.1 fb−1
Data
Statistical Unc.
Total Unc.
Powheg+Pythia8
Powheg+Pythia6
aMC@NLO+Pythia8
Powheg+Herwig7
Sherpa

Charged particle ✓P
�
jW1 , jW2

�
[rad]/⇡

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

P
re

di
ct

io
n

U
nf

ol
de

d

1

1.05

(a) ✓P
⇣
jW1 , j

W
2

⌘

1
�

Fi
d

d�
Fi

d
d✓

P
� jW 2

,jW 1
�

0.95

1

1.05

1.1

1.15

1.2

1.25

1.3

1.35 ATLAS Preliminaryp
s = 13 TeV, 36.1 fb−1

Data
Statistical Unc.
Total Unc.
Powheg+Pythia8
Powheg+Pythia6
aMC@NLO+Pythia8
Powheg+Herwig7
Sherpa

Charged particle ✓P
�
jW2 , jW1

�
[rad]/⇡

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

P
re

di
ct

io
n

U
nf

ol
de

d
1

1.05

(b) ✓P
⇣
jW2 , j

W
1

⌘

1
�

Fi
d

d�
Fi

d
d✓

P
� jb 1

,jb 2
�

0.98

1

1.02

1.04

1.06

1.08

1.1 ATLAS Preliminaryp
s = 13 TeV, 36.1 fb−1

Data
Statistical Unc.
Total Unc.
Powheg+Pythia8
Powheg+Pythia6
aMC@NLO+Pythia8
Powheg+Herwig7
Sherpa

Charged particle ✓P
�
jb1 , jb2

�
[rad]/⇡

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

P
re

di
ct

io
n

U
nf

ol
de

d

0.98
0.99

1
1.01
1.02

(c) ✓P
⇣
jb1 , j

b
2

⌘

1
�

Fi
d

d�
Fi

d
d|

~ P
� jW 1

� |

0

50

100

150

200

250

300

350

400 ATLAS Preliminaryp
s = 13 TeV, 36.1 fb−1

Data
Statistical Unc.
Total Unc.
Powheg+Pythia8
Powheg+Pythia6
aMC@NLO+Pythia8
Powheg+Herwig7
Sherpa

Charged particle |~P
�
jW1

�
|

0 0.005 0.01 0.015 0.02

P
re

di
ct

io
n

U
nf

ol
de

d

0.9
0.95

1
1.05
1.1

(d) | ~P
⇣
jW1
⌘
|

Figure 3: Normalised fiducial di�erential cross-sections as a function of the forward (a) and backward (b) pull angle
for the hadronically decaying W boson daughters, the forward di-b-jet-pull angle (c), and the leading W daughter
jet-pull-vector magnitude (d). The data are compared to various SM predictions. The statistical uncertainties on the
predictions are smaller than the marker size.

Figure 4 compares the unfolded data to the SM prediction as well as a prediction obtained from the exotic
model with flipped colour flow described in Section 3. Both predictions are obtained from MC generated

16

Despite the challenges, 
we can measure the 
angle to the 1%-level

Interestingly, there is a 
rather large spread in 
the MC predictions.

(useful for tuning!)



�21Jet Pull: Systematic Uncertaintiesnamely P����� 6, P����� 8, and H����� 7. One main di�erence between these predictions is that the
P����� family uses a fundamentally di�erent hadronisation model than the H����� family. One SM
prediction uses M��G����5_aMC@NLO to produce the hard-scatter event, the hadronisation is then
performed using P����� 8. Finally, one SM prediction is obtained from events generated with S�����.
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Figure 3: Normalised fiducial di�erential cross-sections as a function of the forward (a) and backward (b) pull angle
for the hadronically decaying W boson daughters, the forward di-b-jet-pull angle (c), and the leading W daughter
jet-pull-vector magnitude (d). The data are compared to various SM predictions. The statistical uncertainties on the
predictions are smaller than the marker size.

Figure 4 compares the unfolded data to the SM prediction as well as a prediction obtained from the exotic
model with flipped colour flow described in Section 3. Both predictions are obtained from MC generated
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The uncertainty arising from the choice of PDF is evaluated by creating reweighted pseudo-samples,
in which the weight variations for the PDF sets are according to the PDF4LHC [94] prescription. The
unfolding results obtained for the pseudo-samples are then combined in accordance with the PDF4LHC
procedure to obtain a single systematic shift.

A summary of the uncertainties a�ecting ✓P
⇣
jW1 , j

W
2

⌘
are shown in Table 4. The total uncertainty is

dominated by systematic uncertainties, with uncertainties due to tt̄ modelling being dominant in most
bins. Uncertainties that directly a�ect the inputs to the pull-vector calculation, such as the JES, JER and
track uncertainties are generally sub-dominant.

�✓P
⇣
jW1 , j

W
2

⌘
[%] ✓P

⇣
jW1 , j

W
2

⌘

0.0 – 0.21 0.21 – 0.48 0.48 – 0.78 0.78 – 1.0

Hadronisation 0.63 0.22 0.27 0.09
Generator 0.37 0.24 0.50 0.06

Colour Reconnection 0.11 0.26 0.03 0.53
b-Tagging 0.35 0.12 0.20 0.31

Non-Closure 0.25 0.07 0.08 0.30
ISR / FSR 0.32 0.12 0.15 0.01

Other 0.25 0.20 0.11 0.18
JER 0.12 0.13 0.21 0.03
JES 0.13 0.06 0.13 0.07

Tracks 0.09 0.04 0.05 0.07

Syst. 0.97 0.52 0.68 0.72
Stat. 0.22 0.18 0.17 0.26
Total 0.99 0.55 0.71 0.76

Table 4: Statistical and systematic uncertainties a�ecting the measurement of ✓P
⇣
jW1 , j

W
2

⌘
. The category “Other”

summarises various smaller uncertainty components. Uncertainties are ordered by the mean value of the uncertainty
across all bins and are expressed in percent of the measured value.

7.4 Unfolding Procedure Systematic

The uncertainty arising from the unfolding procedure, also called non-closure uncertainty, is assessed
using a data-driven approach. For each measured distribution, particle-level events are reweighted using a
linear weight function such that the corresponding detector-level distributions are in better agreement with
the data. The weights are propagated to the correspond detector-level events and the resulting distributions
are unfolded using the nominal detector response model. Deviations of these unfolded distributions from
the reweighted particle-level distributions are then assigned as non-closure uncertainty.

8 Results

Figure 3 compares the unfolded data to several SM predictions for all four observables. Three SM
predictions use P����� to generate the hard-scatter events and then di�er for the subsequent hadronisation,

15

Resolution already much better 
with charged particles only; Currently syst-limited
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by P����� + P����� 8. The data agrees better with the SM prediction than the colour flipped sample.
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Figure 4: Normalised fiducial di�erential cross-sections as a function of the forward (a) and backward (b) pull angle
for the hadronically decaying W boson daughters, the forward di-b-jet-pull angle (c), and the leading W daughter jet-
pull-vector magnitude (d). The data are compared to a Standard Model prediction produced by P����� + P����� 8
as well as the model with exotic colour flow also created with P����� + P����� 8. The uncertainty bands presented
on these plots combine the baseline systematics set with e�ects due to considering the alternative colour-flipped
model as a source of signal modelling uncertainty. The statistical uncertainties on the predictions are smaller than
the marker size.

The uncertainty bands on the unfolding results shown in Figure 4 have been inflated by a “colour model
uncertainty”. This uncertainty is obtained using the same procedure as used for the signal modelling
uncertainties with the sample with exotic colour flow as alternative tt̄ MC and has a similar size as the
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Jet Pull: More on tuning

An important message: if we 
artificially make W’s in Pythia 

octet-like, then we only 
marginally prefer the singlet.

clearly there is something we 
can learn for tuning here!

(it is not as dramatic for Pythia 6 and 
the default tune - maybe that is a hint)

https://arxiv.org/pdf/1506.05629.pdf
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FIG. 1: The mutual information I� as calculated to
NLL accuracy with the one-dressed gluon to capture

NGLs. The lighter band reflects conservative theoretical
uncertainties.

FIG. 2: Plot of the dependence of the mutual
information on the size of the non-global contributions.
The parameter B controlling the size of the NGLs is

varied from 0.5 to 2.

With this result, we can then calculate the mutual infor-
mation I� as defined in Eq. (1).2

In Fig. 1, we plot the mutual information I� as cal-
culated from Eq. (13) as a function of the angular expo-
nent � for e+e� collisions at 1 TeV center of mass energy.
As expected, the mutual information is non-zero and in-
creases with �, reflecting the increasing importance of

2
While other non-global observables have appeared in the litera-

ture e.g. that of Refs. [50, 51], a key advantage of the use of mu-

tual information between IRC safe observables is that we have a

precise definition of the non-global correlations that are probed

in terms of an all orders factorization theorem. The above dis-

cussion defines precisely what this constitutes for the case of

hadronic jets in e+e�.

soft, wide angle emissions to the energy correlation func-
tions. The lighter band is representative of theoretical
uncertainties, determined by varying the natural scales
appearing in the double di↵erential cross section by fac-
tors of 2 and taking the envelope. While the uncertainties
are large, the increase of I� with � is robust.
It is interesting to study the sensitivity of the mutual

information I� to the size of the NGLs. We can demon-
strate this sensitivity by modifying the one-dressed gluon
by a coe�cient B to be

S
(1,NGL)
nn̄ (µL, µR;B) = 1�B

2CF

�0


�E

����log
↵s(µR)

↵s(µL)

���� (14)

+
�0

2CA
log�

✓
1 +

2CA

�0

����log
↵s(µR)

↵s(µL)

����

◆�
.

By varying B we can observe the corresponding response
of the mutual information. In Fig. 2, we plot the mu-
tual information I� for B = 0.5, 1, 2, without including
theoretical uncertainties. I� exhibits roughly linear de-
pendence on B, demonstrating that this observable is
very sensitive to both the value of ↵s and the size of
non-global e↵ects.

C. Including Non-Perturbative E↵ects

One can additionally include the e↵ects of non-
perturbative physics due to hadronization by convolu-
tion with a non-perturbative shape function [52, 53] be-
cause the energy correlation functions are additive ob-
servables. Korchemsky and Tafat [53] introduced a shape
function di↵erential in both hemisphere scales ✏L and ✏R,
F (✏L, ✏R). The non-perturbative distribution can then be
expressed as

�(e(�)2,L, e
(�)
2,R) (15)

=

Z
d✏L d✏R F (✏L, ✏R)�p

✓
e
(�)
2,L � ✏L

EL
, e

(�)
2,R � ✏R

ER

◆
,

where �p denotes the perturbative distribution. The
shape function is normalized:

1 =

Z
d✏L d✏R F (✏L, ✏R) , (16)

and has support over a region of size set by the non-
perturbative scale of QCD, ⇤QCD. The parametrization
of the shape function introduced by Korchemsky and
Tafat is

F (✏L, ✏R) = N
⇣✏L✏R

⇤2

⌘a�1
e�

✏2L+✏2R+2b✏L✏R

⇤2 . (17)

N is set by the normalization of the shape function, and
a, b, and ⇤ are parameters of the shape function. By
fitting data for heavy jet mass, they suggested the values
a = 2, b = �0.4, and ⇤ = 0.55 GeV. It is important to

�23Hadronic Correlations: Future Directions

A. Larkoski, I. Moult, PRD 93, 014012 (2016)

f more jet grooming
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Colorflow more pronounced when boosted;  
-> differential measurement (+tagging?)

Other observables: jet substructure correlations 
probe non-global effects in a clean way



�24Conclusions and Outlook

During runs 2+3, we will be able to exploit 
angular correlations in top events to make 

strong claims about the mass scale of BSM and 
probe the SM in new and interesting ways!
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In many areas, we are already limited by uncertainties - 
largely in the realm of theory modeling.
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Other correlation measurements

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/TOPQ-2015-02/


�28Other correlation measurements

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/
TOPQ-2016-16/
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/
TOPQ-2015-13/



�30Other correlation measurements

) 2,J 1
(J Pθd

fid
σd

 
fid

σ1

0.9

1

1.1

1.2

1.3 ATLAS
-1 = 8 TeV, 20.3 fbs

Data

Powheg+Pythia6
tSM t

Powheg+Pythia6
tFlipped t

Powheg+Herwig
tSM t

π) [rad]/2,J
1

(JPθCharged particles 
0 0.2 0.4 0.6 0.8 1

M
C

/D
at

a

0.95
1

1.05


