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SuperNEMO

• Search for Neutrinoless Double 
Beta Decay


• O(100-200) researchers


• Offline software is based on in-
house framework from LPC-
Caen (also used in GANIL and 
industrial partnerships)


• Core dependencies: C++11 
compiler, Boost, ROOT6, 
Geant4, Qt5


• 1-2FTE on Software/
Computing, split over ~4 
people (0.5 from me)
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http://supernemo.org


What is a “Small” Experiment Nowadays?

• LHC/Intensity Frontier experiments at O(1k-4k) people 

• Wide range of HEP/Neutrino/Dark Matter/etc experiments 
below this scale, O(100-500) people: small (-ish?) 

• In software/packaging terms, means fewer FTEs for 
development/deployment, re-use of existing software/
resources very important (but not always done!)
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Package Management 
in SuperNEMO

• Migrated to Linux/Homebrew in 
2015


• Choice based on simplicity and 
availability


• Follow upstream packages 
except for core dependencies 
like Geant4, ROOT, where a 
“Tap” is supplied


• Binary “bottles” not used yet - 
FTE limits, plus understanding 
use of custom glibc.


• But found we did need a binary 
distribution mechanism…
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https://github.com/SuperNEMO-DBD/homebrew-cadfael


Need for Docker in 
SuperNEMO

• Migrated development from 
internal SVN to Git/Hub earlier 
this year


• Use of Pull Request model => 
easier testing, potential for 
“easy” CI with Travis


• But… dependencies build 
from source, not reasonable 
on Travis. 

• Solution for Linux - create 
docker image(s) for base 
system(s) + Brew’d 
dependencies
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Building Containers

• Use CentOS6/7 and Ubuntu 
14/16LTS base images


• Layers added:


• System rpm/deb packages


• Brew’d Compiler/Dev tools


• Brew’d Build/Test packages


• Named/Tagged by underlying 
distro and “latest” for use in CI


• Hosted on Docker Hub, but 
don’t yet use their CI to build 
images
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Containers in Use

• Images are large, 1-4GB!


• Travis doesn’t cache images, 
but in practice, pulling the 
images ~10-15% of each 
build/test job. 


• Only using Ubuntu 16/Centos 6 
images to save resource. 


• macOS builds still need brew’d 
bottles!


• If we bottled on Linux as well, 
Docker might not be needed.
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Containers for 
Deployment

• Direct use of “brew install” 
works for most users


• Still, get images of current 
release of software for free


• Just an additional layer


• Based on Ubuntu 16LTS for 
smallest size/most modern 
toolchain


• Not used in production as we 
do not have access to Docker 
enable compute resources - 
there if we need it.
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Open Questions (from this Docker newbie)

• Even with docker, binary packaging is still useful, so 
important that Package Manager(s) support this. 

• How do/could/should Docker and CVMFS work 
together? 

• Docker on multiuser systems (e.g. university desktops) 
seemingly a security no-no. Singularity to the rescue? 

• Best practices for layering? Single release per image? 
Spack views? HSF/Framework “Starter Kit” Image?
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http://singularity.lbl.gov

