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A Large lon Collider Experiment

Arbitrary Types with FairRoot/IO
Status quo
» So far, only classes of type TNamed or TCollections could be

exchanged with the FairRootManager for persistent |0 and
exchange of data between tasks

Registering outgoing data

TClonesArray *mHits;
mHits = new TClonesArray("tpc::Hit");
iomgr->Register("TPCHit", mHits, true);

= dynamic_cast<TClonesArrayx>(iomgr->GetObject("TPCHit"));
Asking for incoming data

 Memory overhead due to
+ Data elements needs to be TObject (~16bytes overhead)
+ Data elements are stored as pointers (8bytes overhead)

» Type unsafe code
+ TClonesArray can't do type checking at compile time
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A Large lon Collider Experiment

Arbitrary Types with FairRoot/IO
New feature
* A pull request has been made to FairRoot which extends the

FairRootManager to handle branches of any type for the purpose
of 10 and data exchange

Store hits in stl containers

std::vector<tpc::Hit> *mHits; Registering typed outgoing data

iomgr->RegisterAs("TPCHit", mHits, true);

iomar->InitObjectAs<std::vector<tpc: :Hit>x>("TPCHit");
Asking for typed incoming data

* No negative effect on split level of persistent branches
» Feedback/comments on PR welcome

* Once PR accepted, | would like to move completely away from
TClonesArrays in favour of std::vectors
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Imulations In FalriviC

art Simulation as set of FairMQ device:

Manage the paramet Server(): Use the same
parameter interface in )nstruction

Digitizers/User processes could also run in separate device




/

Process

-

Device

FairMQSimManager

Class
TVirtualMCApplication




ParameterMQServer

Data() for two channels is implemented:

rocessRequest()

sends back the request ply to the request of any
device connected to th S behavior of the
ParameterServer);

rocessUpdate()

accepts parameters sent on this channel (plus special actions afte
receiving TObjString: run id changes, save request).
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ALTICE Simulation in FairMQ:
Different topologies for simulations can be
adapted to the problem itself and the existing







nmanaged shared memory region

ugin ins : see tal

DS: see talk by Andrey




FairMQ: General concepts

Hide all transport-specific details from the user.

Clean, maintainable and extendable interface to different
data transports (ZM red memory ...).

Allow combinations sport in one device
In a transparent wa

Any device/channel can switch transport only via
configuration, without modifying device/user code ->
same API.




airMQ: Ownership concepts

Message owns data.

Sender device (user code) passes ownership of data to
framework with s

Framework transf passes ownership tc
receiver.

No sharing of ownership between different devices.




Unmanaged Shared Memory Region




Unmanaged Shared Memory Region:

1ve user full freedo ’ layout of the data

which can be requir are, €.g¢ CRU drive
RI (CBM), ..

But leave the allocation of the region to the transport, to en
ost efficient transfer to further steps




ser can request memory region from a transport.

lace data structures i

reate messages out egion.

https://github.com/FairRootGroup/FairRoot/tree/master/examples/advanced/Region




Messages from a Region

Region messages are not cleaned up automatically (thus the
ame unmanaged),

Jnly the entire region e the corresponding
)bject 1s destructed.

leanup of the buffers es 1s left to the user
ntity that manages the region contents.

decerving devices see messages originating from a region jus
s a normal message - the region details are hidden behind th

CCICS.




developmen

\ callback mechanism to notify the user when a region

levant devices (e.g.:
milar to APIs that al




VWhat IS hexXt:

tegration of the full chain in AliceO2 (more news in the
enary next week)

DMA Transport

e-design of the whole CMake infrastructure in ALFA-FairRo
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