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Production Management in CTA 

•  Production Management in CTA heavily relies on the TS 
–  No higher level system or custom scripts   

•  Using the DFC as replica and meta-data catalog 
•  The meta-data are set within the job as last step together with 

output data upload 
•  Using the TS with meta-data filter for data-processing 

–  Simple examples using meta-filters in the tutorial session this 
afternoon 
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Production Management in CTA 

•  Here we call a “production” the set of transformations needed 
to produce a given (DFC) dataset (intermediate datasets are 
also produced) 

•  Once a production is finished we manually create several 
datasets (associated to the different intermediate steps) 
–  Datasets are exposed to end-users for data search/download  

•  Finally we report the production activity on a summary web 
page (transformations, datasets, data volumes, etc.) 
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Production Management in CTA 

•  Extracted from the production summary page (currently we 
have 250 datasets) 
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Production Management in CTA 

•  Main limitations 
–  Need to monitor tens of transformations at once 
–  We don’t have an automatic job failure recovery  
–  The manual creation of several datasets and the report on the 

web page is time-consuming and error prone 
–  Particular care is needed when defining the meta-data filter of 

each transformation and the output meta data in the job workflow 
•  An error here compromises the validity of the whole 

production  
•  The need of a high level Production System is clear for us 
•  Each of you has developed its own solution 
•  The idea is to agree on a common system to be used by 

several communities 
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Summary from tuesday session 

•  LHCb  
–  A production is described by a template which the PS transforms into 

productions, i.e. sets of transformations. It has a DB backend and a 
web interface. It’s data-driven but it’s quite specific to LHCb also 
because of the interaction with their bookeeping 

•  ILC  
–  Developed high level scripts chaining transformation together based 

on a configuration file describing the whole workflow. It’s data-driven 
(using DFC meta-data) 

•  Belle II  
–  Developed a complex system (not meta-data driven). Productions are 

described in json format. DB backend? Monitor? 
•  VIP (biomed) 

–  Uses their own workflow engine based on the gwendia language. It’s 
data-driven and allows the implementation of very complex workflows. 
It does not rely on the TS 
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Toward a common production system 

•  ‘Main’ commonalities among the different solutions 
–  Built on top of the TS 
–  Data-driven 
–  A ‘template’ used for production description 
–  An agent treats inconsistent states (output files vs job status, etc.) 
–  There is a DB backend to keep track of the productions 
–  Web interface for monitoring or production creation 

•  Proposal of common system grouping these main features 
–  We prepared a wiki page (to become an RFC) to trigger the 

discussion 
•  https://github.com/DIRACGrid/DIRAC/wiki/Production-System 
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Production System goals and definition 

•  Execute ‘complex’ workflows composed of several 
steps in a automatized way 

•  Similar scope of the Transformation System but at 
higher level  
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General requirements 

•  Support the ‘linking’ between transformations 
•  Support at least simple workflows (sequential, split, merge, 

others?) 
•  Support production monitoring (CLI, web)  

–  progress monitoring 
–  with connection to the Transformation Monitor 

•  Support production management actions (stop/start/delete/...) 
–  Acting on the transformations belonging to the production 

•  Automatic recover of job and transformation failures  
•  Keep track of the production activity on the long term 
•  Want to keep the data-driven concept 
•  Keep it simple and general 
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Simple workflow examples 
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All combined... 
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General requirements 

•  Support the ‘linking’ between transformations 
•  Support at least simple workflows (sequential, split, merge, 

others?) 
•  Support production monitoring (CLI, web)  

–  progress monitoring 
–  with connection to the Transformation Monitor 

•  Support production management actions (stop/start/delete/...) 
–  Acting on the transformations belonging to the production 

•  Automatic recover of jobs, transformations failures and of 
inconsistent states 

•  Keep track of the production activity on the long term 
•  Want to keep the data-driven concept 
•  Keep it simple and general 
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Design proposal 

•  Production definition 
–  A set of ‘linked’ transformations -> Need to agree on what ‘linked’ 

means: ,e.g.: 
•  2 transformations t1, t2 are ‘linked’ if they verify: 

     InputQuery2 logically intersects OutputQuery1  
•  i.e. at least part of the files produced by t1 are potentially input of 

t2  
–  Transformations are linked by meta-data 

•  Need to enhance the TS with Input/OutputMetaQuery attributes 
–  InputMetaQuery: it would replace the current ‘FileMask’ 
–  OutputMetaQuery: the output meta data with their expected range of 

values 
•  The idea is that meta-data are defined at the level of the 

transformation (also for the output) 
•  Want to have a ProductionDB backend to keep track of 

productions and the related transformations 
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Design proposal 
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•  Architecture similar to other DIRAC Systems 
–  DB, Service, Agents 
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Current benchmark implementation 

•  https://github.com/arrabito/DIRAC/tree/ProdSys_v6r19 
•  ProductionDB (very simple) 

–  1 table containing production definitions (Productions table) 
–  1 table containing the associations between transformations and 

productions (ProductionTransformations table) 
•  Production Manager Service 

–  Exposes methods to create/delete/monitor productions 
(manipulating the Productions table) 

–  Exposes methods to associate transformations to productions 
(manipulating the ProductionTransformations table) 
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Current benchmark implementation 

•  Production Client 
–  Exposes all the methods to manage productions 

•  addProduction, setProductionStatus, addTransformation, getProductions, 
     getProductionTransformations 

–  CLI 
•  dirac-ps-add-trans-to-prod.py, dirac-ps-get-trans-from-prod.py, dirac-ps-add.py, 

dirac-ps-get.py, dirac-ps-start.py, dirac-ps-clean.py, dirac-ps-delete.py 
•  Utilities 

–  ProdTransManager :  
•  Uses the TS and the PS clients 
•  It manages the transformations associated to the productions (start/stop/clean/

delete) 
–  ProdValidator :  

•  Invoked at production creation time or during production modificaton (i.e. when 
adding a new transformation to the production) 

•  Uses the TS client and the FileCatalog 
•  It validates the production definition 

•  Tests 
–  Relatively complete unit and integration tests for different workflow scenarios 

(sequential, split, merge) 
–  Already installed on the CTA instance and small tests done, but not used in 

production yet 
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Extracted from the integration test 
(sequential case) 
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Extracted from integration test 
(sequential case) 
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Current benchmark implementation 

•  Some limitations of the current implementation 
–  The production validation done by the ProdValidator Utility is 

extremely simplistic 
–  Now the validation of the production is simply done when new 

transformations are added  
•  There is no ‘final’ validation to check if all transformations are 

connected  
–  The progress of a production is not yet defined, neither monitored 
–  Job failure recovery and consistency checks should be integrated 

in the TS 
–  The web interface is missing 
–  Others? 
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Other questions 

•  Should we rely on datasets instead of meta-data queries? 
•  Datasets could be optionally automatically created at the end 

of the productions?  
•  We haven’t talked about data-handling transformations. Should 

they also be included in the productions? 
•  Other? 
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Extracted from the integration test 
(merge case) 
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