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Diffuse Gamma Rays

High-energy !-rays produced through propagation of cosmic rays in the Galaxy
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Figure 1. Predicted emission for the GDE components of model A. From left to right: ICS, ⇡0, and
bremsstrahlung. The fluxes are shown in the 40� ⇥ 40� sky-region, centered at the GC and masking
out |b| < 2�. The corresponding units are log10(GeV�1 cm�2 s�1 sr�1).

with vA being the Alfvén speed.
Convection is considered to be taking place perpendicularly away from the Galactic

disk, with the convection velocity being zero on the disk but having a gradient dv/dz. The
Galactic magnetic field responsible for synchrotron losses of CR electrons is assumed to have
a cylindrical symmetry with the parametrization

B(r, z) = B0 e
(r��r)/rc e�|z|/zc , (3.3)

where B0 is the local magnetic field and rc and zc are the radial and longitudinal extension,
respectively (r� is 8.5 kpc).

Finally, the ISRF is built from the contribution of many stellar components and includes
the e↵ects of absorption and re-emission from dust grains (see ref. [107] for further details
and ref. [110] for a description on how it is constructed). Within the code the ISRF is divided
into three basic components, related to the direct emission from stars, dust grains and CMB.
The user is free to vary the normalization of each of these components.

In figure 1, we show the typical morphology of the three di↵erent di↵use emission
components at 1 GeV from a model, model A, which has parameters that are defined in
table 2. We will refer to model A as our reference model for further discussions, since as we
will see below it well describes the gamma-ray data and spectra in the inner Galaxy. The
left panel of figure 1 refers to the ICS emission, which is smooth and depends mainly on the
electron distribution and the properties of the B-field and the ISRF. On the other hand, ⇡0

(middle) and bremsstrahlung (right) morphologies trace directly the distribution of the gas
and depend mainly on the proton and electron CR densities, as well as on the properties of
CR di↵usion, re-acceleration and convection.

The observed emission as shown in figure 1 receives contributions from all distances along
the line-of-sight. However, whether the overall emission is dominated by locally produced
gamma rays (within a few kpc), or by gamma rays from the GC, is a strong function of the
Galactic latitude. This is illustrated in figure 2, where we show the fractional contributions
to the GDE components as function of the line-of-sight for a typical GDE model.12 We find

12To generate this figure, we used our own modified version of Galprop 54.1.984 where the line-of-sight
integration can be restricted. We adopted a simple GDE model defined by the galdef file 54 01.
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The Templates

Each component contributing to the gamma-ray emission is modeled as a ‘template’

Inherent uncertainties due to assumptions about the spatial distributions  
(as well as number) of templates that are included in the analysis

The fitting procedure determines how much flux is attributed to each template

The models: templates
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Where to Look for Dark Matter
The photon flux for dark matter annihilation is given by

J-factorparticle physics
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The Galactic Center



GeV Photon Excess

Goodenough and Hooper [0910.2998] 
Hooper and Goodenough [1010.2752] 
Boyarsky, Malyshev, Ruchayskiy [1012.5839] 
Hooper and Linden [1110.0006] 
Abazajian and Kaplinghat [1207.6047] 
Gordon and Macias [1306.5725] 
Abazajian et al. [1402.4090] 
Daylan et al. [1402.6703] 
Calore, Cholis, and Weniger [1409.0042] 
Fermi Collaboration [1511.02938, 1704.03910]

Spherically symmetric gamma-
ray excess in the Inner Galaxy

Constitutes ~10% total flux

High statistical significance

Daylan, Finkbeiner, Hooper, Linden, Portillo, Rodd, and Slatyer [1402.6703]
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FIG. 7: Intensity maps (in galactic coordinates) after subtracting the point source model and best-fit Galactic di↵use model,
Fermi bubbles, and isotropic templates. Template coe�cients are obtained from the fit including these three templates and
a � = 1.3 DM-like template. Masked pixels are indicated in black. All maps have been smoothed to a common PSF of 2
degrees for display, before masking (the corresponding masks have not been smoothed; they reflect the actual masks used in
the analysis). At energies between ⇠0.5-10 GeV (i.e. in the first three frames), the dark-matter-like emission is clearly visible
around the Galactic Center.

V. THE GALACTIC CENTER

In this section, we describe our analysis of the Fermi
data from the region of the Galactic Center, defined as
|b| < 5�, |l| < 5�. We make use of the same Pass 7 data
set, with Q2 cuts on CTBCORE, as described in the pre-
vious section. We performed a binned likelihood analysis
to this data set using the Fermi tool gtlike, dividing
the region into 200⇥200 spatial bins (each 0.05�⇥0.05�),
and 12 logarithmically-spaced energy bins between 0.316-

10.0 GeV. Included in the fit is a model for the Galac-
tic di↵use emission, supplemented by a model spatially
tracing the observed 20 cm emission [45], a model for
the isotropic gamma-ray background, and all gamma-ray
sources listed in the 2FGL catalog [46], as well as the
two additional point sources described in Ref. [47]. We
allow the flux and spectral shape of all high-significance
(
p
TS > 25) 2FGL sources located within 7� of the

Galactic Center to vary. For somewhat more distant or
lower significance sources ( = 7� � 8� and

p
TS > 25,

Extends out 10˚ (~5000 lyr) 
from the center of Galaxy



Spatial morphology and energy spectrum of excess is consistent with  
dark matter expectation 7

FIG. 6: Left frame: The spectrum of the dark matter component, extracted from a fit in our standard ROI (1� < |b| < 20�,
|l| < 20�) for a template corresponding to a generalized NFW halo profile with an inner slope of � = 1.18 (normalized to the
flux at an angle of 5� from the Galactic Center). Shown for comparison (solid line) is the spectrum predicted from a 43.0 GeV
dark matter particle annihilating to bb̄ with a cross section of �v = 2.25⇥10�26 cm3/s ⇥ [(0.4GeV/cm3)/⇢local]

2. Right frame:
as left frame, but for a full-sky ROI (|b| > 1�), with � = 1.28; shown for comparison (solid line) is the spectrum predicted from
a 36.6 GeV dark matter particle annihilating to bb̄ with a cross section of �v = 0.75⇥ 10�26 cm3/s ⇥ [(0.4GeV/cm3)/⇢local]

2.

of the Galactic plane; masking the region with |b| < 2�

changes the preferred value to � = 1.25 in our default
ROI, and � = 1.29 over the whole sky. In contrast to
Ref. [8], we find no significant di↵erence in the slope pre-
ferred by the fit over the standard ROI, and by a fit only
over the southern half (b < 0) of the ROI (we also find
no significant di↵erence between the fit over the full sky
and the southern half of the full sky). This can be seen
directly from Fig. 5, where the full-sky and southern-
sky fits for the same level of masking are found to favor
quite similar values of � (the southern sky distribution
is broader than that for the full sky simply due to the
di↵erence in the number of photons). The best-fit values
for gamma, from fits in the southern half of the standard
ROI and the southern half of the full sky, are 1.13 and
1.26 respectively.

In Fig. 6, we show the spectrum of the emission cor-
related with the dark matter template in the default
ROI and full-sky analysis, for their respective best-fit
values of � = 1.18 and 1.28.6 We restrict to energies
50 GeV and lower to ensure numerical stability of the
fit in the smaller ROI. While no significant emission is
absorbed by this template at energies above ⇠10 GeV,
a bright and robust component is present at lower en-
ergies, peaking near ⇠1-3 GeV. Relative to the analy-
sis of Ref. [8] (which used an incorrectly smoothed dif-
fuse model), our spectrum is in both cases significantly
harder at energies below 1 GeV, rendering it more con-

6 A comparison between the two ROIs with � held constant is
presented in Appendix A.

sistent with that extracted at higher latitudes (see Ap-
pendix A).7 Shown for comparison (as a solid line) is the
spectrum predicted from (left panel) a 43.0 GeV dark
matter particle annihilating to bb̄ with a cross section
of �v = 2.25 ⇥ 10�26 cm3/s ⇥ [(0.4GeV/cm3)/⇢local]2,
and (right panel) a 36.6 GeV dark matter particle anni-
hilating to bb̄ with a cross section of �v = 0.75 ⇥ 10�26

cm3/s ⇥ [(0.4GeV/cm3)/⇢local]2. The spectra extracted
for this component are in moderately good agreement
with the predictions of the dark matter models, yielding
fits of �2 = 44 and 64 over the 22 error bars between 0.3
and 50 GeV. We emphasize that these uncertainties (and
the resulting �2 values) are purely statistical, and there
are significant systematic uncertainties which are not ac-
counted for here (see the discussion in the appendices).
We also note that the spectral shape of the dark matter
template is quite robust to variations in �, within the
range where good fits are obtained (see Appendix A).

In Fig. 7, we plot the maps of the gamma-ray sky
in four energy ranges after subtracting the best-fit dif-
fuse model, Fermi Bubbles, and isotropic templates. In
the 0.5-1 GeV, 1-3 GeV, and 3-10 GeV maps, the dark-
matter-like emission is clearly visible in the region sur-
rounding the Galactic Center. Much less central emission
is visible at 10-50 GeV, where the dark matter compo-
nent is absent, or at least significantly less bright.

7 An earlier version of this work found this improvement only in
the presence of the CTBCORE cut; we now find this hardening
independent of the CTBCORE cut.

Daylan et al. [1402.6703]

GeV Photon Excess



Spatial morphology and energy spectrum of excess is consistent with  
dark matter expectation

Calore, Cholis, & Weniger [1409.0042]
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Figure 18. Left panel: Constraints on the h�vi-vs-m� plane for three di↵erent DM annihilation
channels, from a fit to the spectrum shown in figure 14 (cf. table 4). Colored points (squares) refer to
best-fit values from previous Inner Galaxy (Galactic center) analyses (see discussion in section 6.2).
Right panel: Constraints on the h�vi-vs-� plane, based on the fits with the ten GCE segments.
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Figure 19. Constraints on the h�vi-vs-m� plane at 95% CL, individually for the GCE template
segments shown in figure 15, for the channel �� ! b̄b. The cross indicates the best-fit value from a fit
to all regions simultaneously (m� ' 46.6 GeV, h�vi ' 1.60 ⇥ 10�26 cm3 s�1). Note that we assume a
NFW profile with an inner slope of � = 1.28. The individual p-values are shown in the figure legend;
the combined p-value is 0.11.

mass fixed at 49 GeV. This plot is based on the fluxes from the segmented GCE template,
see figure 16. As expected, the cross-section is strongly correlated with the profile slope. We
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Diffuse Foreground Uncertainty
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Figure 14. Spectrum of the GCE emission for model F (black dots) together with statistical and
systematical (yellow boxes, cf. figure 12) errors. We also show the envelope of the GCE spectrum for
all 60 GDE models (blue dashed line, cf. figure 7).
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Figure 15. Geometry of the ten GCE
segments used in our morphology anal-
ysis, see table 3.

#ROI Definition ⌦ROI [sr]

I, II
p
`2 + b2 < 5�, ±b > |`| 6.0⇥ 10�3

III, IV 5� <
p
`2 + b2 < 10�, ±b > |`| 1.78⇥ 10�2

V, VI 10� <
p
`2 + b2 < 15�, ±b > |`| 2.93⇥ 10�2

VII, VIII 5� <
p
`2 + b2 < 15�, ±` > |b| 3.54⇥ 10�2

IX 15� <
p
`2 + b2 < 20� 1.51⇥ 10�1

X 20� <
p
`2 + b2 1.01⇥ 10�1

Table 3. Definition of the ten GCE segments that are
shown in figure 15, as function of Galactic latitude b and
longitude `, together with their angular size ⌦ROI.

the fit. The definition of the segments aims at studying the symmetries of the GCE around
the GC: Allowing regions in the North (I, III, and V) and South (II, IV, and VI) hemisphere,
as well as in the West (VII) and East (VIII) ones, to vary independently, we can test the
spectrum absorbed by the GCE template in the di↵erent regions of the sky. Moreover, with
the same segments, we can investigate its the extension in latitude.

To facilitate the study of morphological properties of the excess, we furthermore allow
additional latitudinal variations in the ICS components of the individual GDE models. We
split our ICS component into nine ICS segments, corresponding to 9 latitude strips with
boundaries at |b| = 2.0�, 2.6�, 3.3�, 4.3�, 5.6�, 7.2�, 9.3�, 12.0�, 15.5� and 20�. We then allow
the normalization of the ICS strips to vary independently, though we keep the normalization

– 30 –

Calore, Cholis, and Weniger [1409.0042]

Evidence for excess emission is robust to variations in the models of 
Galactic diffuse emission, at least within Galprop framework



Unresolved Sources

Rapidly-spinning neutron stars, called millisecond pulsars, are potential candidates

GeV Excess could also be explained by a population of unresolved sources 
just below Fermi’s detection threshold

Abazajian [1011.4275]

12

FIG. 7: The spatial distribution of 2 GeV gamma rays from unresolved pulsars in one realization for each of our four models, with 2� around
the GP masked. The panels show, from the top-left, our Fiducial Model, our Scatter Model, our Beamed Model, and the 20⇥-enhanced MSP
Model. These do not include any other Galactic emission and the brightest regions are most subject to variation in a single realization.

O’Leary et al. [1601.05797]

https://apatruno.files.wordpress.com/2013/09/binarystarcataclysm.jpg

(simulated)



Photon Statistics

Apply image processing techniques to distinguish dark matter  
from unresolved astrophysical sources

Malyshev and Hogg [1104.0010]; Lee, Lisanti, and Safdi [1412.6099]



Photon Statistics

Apply image processing techniques to distinguish dark matter  
from unresolved astrophysical sources

Malyshev and Hogg [1104.0010]; Lee, Lisanti, and Safdi [1412.6099]



Study of photon statistics in the Inner Galaxy provides strong evidence for a 
population of unresolved astrophysical sources 

Lee, Lisanti, Safdi, Slatyer, and Xue [1506.05124] 

Inner Galaxy Analysis
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FIG. 2: (Left) Best-fit source-count functions within 10� of the GC and |b| � 2�, with the 3FGL sources unmasked. The
median and 68% confidence intervals are shown for each of the following PS components: NFW (dashed, orange), thin-disk
(solid, blue), and isotropic (dotted, green). The number of observed 3FGL sources in each bin is indicated. The normalization
for the di↵use emission in the fit is consistent with that at high latitudes, as desired. (Right) Posteriors for the flux fraction
within 10� of the GC with |b| � 2� arising from the separate PS components, with 3FGL sources unmasked. The inset shows
the result of removing the NFW PS template from the fit. Dashed vertical lines indicate the 16th, 50th, and 84th percentiles.

FIG. 3: Same as Fig. 2, except with 3FGL sources masked.

sources. When the NFW PS template is omitted (inset),
the fraction of flux absorbed by the disk PS population is
essentially unchanged at 6.8+0.7

�0.9%, and the DM template

absorbs 7.7+0.7
�0.8% of the flux. The DM flux obtained in

absence of an NFW PS template is consistent with other
estimates in the literature [12, 14]. The model including
the NFW PS contribution is preferred over that without
by a Bayes factor ⇠106.4

When the 3FGL sources are masked, the NPTF proce-
dure yields a best-fit source-count function given by the
orange band in the left panel of Fig. 3. Below the break,
the source-count function agrees well with that found by
the unmasked fit. In this case, the contributions from the
isotropic and disk-correlated PS templates are negligible.

4 For reference, this corresponds to test statistic 2� lnL ⇡ 36.

The flux fraction attributed to the NFW PS component
is 5.3+1.0

�1.1%, while the NFW DM template absorbs no
significant flux.

In the masked analysis, the Bayes factor for a model
that contains an NFW PS component, relative to one
that does not, is ⇠102, substantially reduced relative to
the result for the unmasked case. Masking the 3FGL
sources removes most of the ROI within ⇠5� of the GC,
reducing photon statistics markedly, especially for any
signal peaked at the GC. Furthermore, in the masked
ROI, non-NFW PS templates can absorb a substantial
fraction of the excess. For example, if only disk and
isotropic PS templates are added, the flux fraction at-
tributed to the disk template is 2.5+0.70

�0.62%, while that

attributed to NFW DM is 2.2+1.6
�2.2% (the flux attributed

to isotropic PSs is negligible). When no PS templates
are included in the fit, the NFW DM template absorbs
4.1+1.1

�1.2% of the total flux. As we will discuss later, this

Lee et al. (2015) Bartels et al. (2015)

Complimentary study using wavelet methods found similar results 
Bartels, Krishnamurthy, and Weniger [1506.05104]

2

with an index of Γ = −2.5 and a hard cutoff at radius
r = 3 kpc [13, 15]. As a reference γ-ray energy spec-
trum, we adopt the stacked MSP spectrum from Ref. [35],
dN
dE ∝ e−E/3.78GeVE−1.57. The γ-ray luminosity func-
tion is modeled with a power law, dN

dL ∝ L−α, with index
α = −1.5 [32, 35–37], and with lower and upper hard cut-
offs at Lmin = 1029 erg s−1 and Lmax = 1034–1036 erg s−1,
respectively. Luminosities are integrated over 0.1–100
GeV. Our results depend little on Lmin. Given that
only about 70 MSPs have been detected in γ rays up
to now [33], Lmax is not well constrained. The γ-ray lu-
minosity of the brightest observed MSP is somewhere in
the range (0.5–2) × 1035 erg s−1 [33, 35], depending on
the adopted source distance [25, 32]. Diffuse emission is
modeled with the standard model for point source ana-
lysis gll iem v06.fits and the corresponding isotropic
background.

Data. For our analysis, we use almost seven years of
ultraclean Fermi-LAT P8R2 data taken between August
4 2008 and June 3 2015 (we find similar results for source
class data). We select both front- and back converted
events in the energy range 1–4 GeV, which covers the
peak of the GCE spectrum. The region of interest (ROI)
covers the Inner Galaxy and spans Galactic longitudes
|ℓ| ≤ 12◦ and latitudes 2◦ ≤ |b| ≤ 12◦. The data are
binned in Cartesian coordinates with a pixel size of 0.1◦.

Wavelet peaks. The wavelet transform of the γ-ray
data is defined as the convolution of the photon count
map, C(Ω), with the wavelet kernel, W(Ω),

FW [C](Ω) ≡
∫

dΩ′ W(Ω− Ω′)C(Ω′) , (1)

where Ω denotes Galactic coordinates [38] [note that
∫

dΩW(Ω) = 0]. The central observable for the current
analysis is the signal-to-noise ratio (SNR) of the wavelet
transform, which we define as

S(Ω) ≡
FW [C](Ω)

√

FW2 [C](Ω)
, (2)

where in the denominator the wavelet kernel is squared
before performing the convolution. If the γ-ray flux var-
ied only on scales much larger than the extent of the
wavelet kernel, and in the limit of a large number of
photons, S(Ω) would behave like a smoothed Gaussian
random field. Consequentially, S(Ω) can be loosely in-
terpreted as the local significance for having a source at
position Ω in units of standard deviations.
As the wavelet kernel, we adopt the second member

of the mexican hat wavelet family, which was shown to
provide very good source discrimination power [39] and
which was used for the identification of compact sources
in Planck data [40]. The wavelet can be obtained by
a successive application of the Laplacian operator to a
two-dimensional Gaussian distribution with width σbR.
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FIG. 1. SNR of the wavelet transform of γ rays with energies
in the range 1–4 GeV, S(Ω). The black circles show the po-
sition of wavelet peaks with S ≥ 2; the red circles show the
position of third Fermi-LAT catalog (3FGL) sources. In both
cases, the circle area scales with the significance of the source
detection in that energy range. The dashed lines indicate the
regions that we use for the binned likelihood analysis, where
latitudes |b| < 2◦ are excluded because of the strong emis-
sion from the Galactic disk. The subset of 3FGL sources that
remains unmasked in our analysis is indicated by the green
crosses.

Here, σb = 0.4◦ corresponds to the Fermi-LAT angu-
lar resolution at 1–4 GeV, and R is a tuning parameter.
We find best results when R varies linearly with latitude
from R = 0.53 at b = 0◦ to R = 0.83 at b = ±12◦. This
compensates to some degree the increasing diffuse back-
grounds towards the Galactic disk, while optimizing the
source sensitivity at higher latitudes [40].
The resulting SNR of the wavelet transform S(Ω) is

shown in Fig. 1. As expected, the Galactic diffuse emis-
sion is almost completely filtered out by the wavelet
transform, whereas bright sources lead to pronounced
peaks. We adopt a simple algorithm for peak identifi-
cation: we find all pixels in S(Ω) with values larger than
in the four adjacent pixels. We then clean these results
from artifacts by forming clusters of peaks with cophe-
netic distances less than 0.3◦, and only keep the most
significant peak in each cluster.
In Fig. 1, we show the identified wavelet peaks with

peak significance S > 2, as well as all 3FGL sources for
comparison [1]. For sources that are bright enough in
the adopted energy range, we find a good correspondence
between wavelet peaks and the 3FGL, both in terms of
position and significance (we compare the significance of
wavelet peaks S with the 1–3 GeV detection significance
for sources).
It is worth emphasizing that for the adopted spheri-

cally symmetric and centrally peaked distribution of the



Stellar Bulge

GeV Excess may better trace the stellar bulge rather than dark matter emission 
Macias et al. [1507.05616]; Bartels et al. [1711.04778] 

This weakens the argument that the morphology of the excess is consistent 
with dark matter and strengthens the hypothesis that the excess has a stellar origin 

The Fermi-LAT GCE Traces Stellar Mass in the Bulge 3
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Figure 1: Left panel: Fermi -LAT data above 1 GeV in the inner 40�
⇥ 40� around the Galactic center. Other panels:

Spatial templates used to fit the GCE, with arbitrary normalization. From left to right: DM profile (NFW126),
boxy-bulge, nuclear bulge, X-shaped bulge.

rived using the runs with fixed spectra.
We emphasize that, given the large modeling uncer-

tainties of cosmic-ray induced �-ray emission from the
inner Galaxy, we do not explicitly include a source of
cosmic rays at the GC when modeling the di↵use com-
ponents. However, such sources are expected, e.g., from
star formation in the central molecular zone (CMZ, Gag-
gero et al. 2015; Carlson et al. 2016a,b). The associated
emission will depend on the e�ciency of cosmic-ray accel-
eration, the e↵ects of potentially strong advective winds
or anisotropic di↵usion, which are di�cult to model in
detail. In our analysis, the expected hard emission would
be instead absorbed by our Fermi Bubbles component
(see supplemental material, B.4, for a discussion).

3. RESULTS AND DISCUSSIONS

3.1. Comparison of templates

Run �2 lnL
free spectrum MSP spectrum

r5 RCG NB X 647808.1 648020.2

r5 RCG NB 647831.2 648027.5

r5 RCG 647884.7 648061.7

r5 BulgeGC 647916.5 648140.3

r5 Einasto 647961.4 648188.6

r5 NFW126 648021.8 648242.4

r5 NFW100 648049.8 648278.6

Table 1: Log-likelihood values for fits with various GCE
templates. Column 2 shows results for a unconstrained
GCE spectrum, and column 3 for a spectrum fixed to
stacked MSPs.

In Tab. 1 we compare the values of the total (Poisson
plus constraints; see Storm et al. (2017) for details) log-
likelihood, �2 ln L, from the SkyFACT runs, of the vari-
ous modifications of Run5 with di↵erent GCE templates
with constrained morphology. We find that, formally,
the combination of boxy bulge as traced by RCG and
NB (r5 RCG NB) provides a better fit to the data than

the other runs (except the one including the X-shaped
bulge, see below). The total flux associated with the
bulge is (2.1 ± 0.1) ⇥ 10�9 erg cm�2 s�1 for the compo-
nent traced by RCG and (2.3 ± 0.4)⇥10�10 erg cm�2 s�1

for the NB component (in the range 0.1–100 GeV). The
quoted errors are statistical; we emphasize that typical
systematic uncertainties from modeling assumptions (the
range of allowed modulation parameters, etc.) are gen-
erally smaller than a factor ⇠ 2.

We find that the addition of the X-shaped bulge can
only mildly improve the fit quality. Its total flux is (3 ±

1)% of that of the boxy bulge for the fixed spectrum run
(r5 RCG NB X msp). This value is only slightly smaller
than the expectations from Li & Shen (2012) and Cao
et al. (2013), who find the X-shape to be, by mass, about
6–7% of the boxy bulge (although fractions of 20–30%
(Portail et al. 2015b) and ⇠ 45% (Portail et al. 2015a)
have also been argued). We find that this component
is not critical for providing a good fit to the data (2.7�
improvement), and will concentrate subsequently on the
RCG+NB model. For a more detailed discussion of the
X-shaped bulge and the from Macias et al. (2016) see the
supplementary material B.3.

We find that RCG+NB model provides a significantly
better fit than any of the DM models. These DM profiles
can be excluded with a high significance of about 12.5�.

In Fig. 2, we show the longitudinal and latitudinal de-
pendences of the various model components compared
with Fermi -LAT data, for two di↵erent GCE models,
namely the r5 NFW126 and r5 RCG NB runs. The solid
lines correspond to the components of the r5 RCG NB run,
while the dashed lines of the same color correspond to
the r5 NFW126 components, except for the GCE com-
ponent, which is red (RCG) and orange (NB) for the
r5 RCG NB run and brown (NFW126) for the r5 NFW126

run. The dotted black and yellow lines are point sources
and extended sources, respectively, which have the same
total flux in both runs. There is very little variation in
any components except those of the GCE (in the lati-
tude profile, the extended source flux peaks just below

Data Dark Matter Boxy-Bulge Nuclear Bulge X-shaped Bulge

Bartels et al. [1711.04778] 



Millisecond Pulsars

ESO/NASA/JPL-Caltech/M. Kornmesser/R. Hurt

(1) MSP born 
in globular 

cluster

(2) spirals in due to 
dynamic friction

(3) disrupted;  
MSP remains

GC

MSPs may have been dumped in Inner Galaxy by disrupted globular clusters 
Brandt and Kocsis [1507.05616]; see also Hooper and Linden [1606.09250] for summary of challenges

In the coming few years, targeted and large-area radio surveys will be able to detect 
individual millisecond pulsars if they exist in the Inner Galaxy 

Calore et al. [1512.06825]



Einstein@Home MSP

© Knispel/Clark/Max Planck Institute for Gravitational Physics/NASA/DOE/Fermi LAT 

First detection of radio-quiet gamma-ray MSP using Einstein@Home network 
Clark et al. [1803.06885]
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Looking Elsewhere

If the GeV Excess is a true dark matter signal, then we should expect to see  
hints/detections in other astrophysical targets  

Dwarf galaxies and galaxy groups are promising options

Relatively ‘clean’ systems; 
foregrounds better under control

Uncertainties in density 
distribution: core v. cusp

About 50 known to date

Dwarf Galaxies 

Cosmic-ray emission from known 
astrophysical processes 

Dark matter signal can be boosted 
due to substructure—also, 

difficult to model 

In the thousands...

Galaxy Groups
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Fig. 1.— Locations of the eight new dwarf galaxy candidates reported here (red triangles) along

with nine previously reported dwarf galaxy candidates in the DES footprint (red circles; Bechtol

et al. 2015; Koposov et al. 2015a; Kim & Jerjen 2015b), five recently discovered dwarf galaxy

candidates located outside the DES footprint (green diamonds; Laevens et al. 2015a; Martin et al.

2015; Kim et al. 2015a; Laevens et al. 2015b), and twenty-seven Milky Way satellite galaxies known

prior to 2015 (blue squares; McConnachie 2012). Systems that have been confirmed as satellite

galaxies are individually labeled. The figure is shown in Galactic coordinates (Mollweide projection)

with the coordinate grid marking the equatorial coordinate system (solid lines for the equator and

zero meridian). The gray scale indicates the logarithmic density of stars with r < 22 from SDSS

and DES. The two-year coverage of DES is ⇠ 5000 deg2 and nearly fills the planned DES footprint

(outlined in red). For comparison, the Pan-STARRS 1 3⇡ survey covers the region of sky with

�2000 > �30� (Laevens et al. 2015b).

Dwarf Galaxies

Drlica-Wagner et al. [1508.03622]

These faint galaxies are dark matter dominated and thus 
excellent targets for annihilation searches

Known satellites before 2015
New Candidates



Six years of data from Fermi LAT used to search for gamma-ray emission from 
45 dwarf spheroidal candidates

Observations are becoming sensitive to thermal weak-scale dark matter 

Dwarf Galaxies
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Figure 9. Upper limits (95% confidence level) on the DM annihilation cross section derived from a combined analysis of the nominal
target sample for the bb̄ (left) and ⌧+⌧� (right) channels. Bands for the expected sensitivity are calculated by repeating the same analysis
on 300 randomly selected sets of high-Galactic-latitude blank fields in the LAT data. The dashed line shows the median expected sensitivity
while the bands represent the 68% and 95% quantiles. Spectroscopically measured J-factors are used when available; otherwise, J-factors
are predicted photometrically with an uncertainty of 0.6 dex (solid red line). The solid black line shows the observed limit from the
combined analysis of 15 dSphs from Ackermann et al. (2015b). The closed contours and marker show the best-fit regions (at 2� confidence)
in cross-section and mass from several DM interpretations of the GCE: green contour (Gordon & Macias 2013), red contour (Daylan et al.
2016), orange data point (Abazajian et al. 2014), purple contour (Calore et al. 2015). The dashed gray curve corresponds to the thermal
relic cross section from Steigman et al. (2012).

sensitivity is a factor of ⇠ 1.5 for hard annihilation spec-
tra (e.g., the ⌧+⌧� channel) compared to the median
expected limits in Ackermann et al. (2015b). More pre-
cisely determined J-factors are expected to improve the
sensitivity by up to a factor of 2, motivating deeper spec-
troscopic observations both with current facilities and fu-
ture thirty-meter class telescopes (Bernstein et al. 2014;
Skidmore et al. 2015).

The limits derived from LAT data coincident with con-
firmed and candidate dSphs do not yet conclusively con-
firm or refute a DM interpretation of the GCE (Gor-
don & Macias 2013; Daylan et al. 2016; Abazajian et al.
2014; Calore et al. 2015). Relative to the combined anal-
ysis of Ackermann et al. (2015b), the limits derived here
are up to a factor of 2 more constraining at large DM
masses (m

DM,bb̄ & 1 TeV and mDM,⌧+⌧� & 70 GeV)
and a factor of ⇠ 1.5 less constraining for lower DM
masses. The weaker limits obtained at low DM mass
can be attributed to low-significance excesses coincident
with some of the nearby and recently discovered stellar
systems, i.e., Reticulum II and Tucana III. While the
excesses associated with these targets are broadly con-
sistent with the DM spectrum and cross section fit to
the GCE, we refrain from a more extensive DM interpre-
tation due to the low significance of these excesses, the
uncertainties in the J-factors of these targets, and the
lack of any significant signal in the combined analysis.

Ongoing Fermi -LAT observations, more precise
J-factor determinations with deeper spectroscopy, and
searches for new dSphs in large optical surveys will each
contribute to the future sensitivity of DM searches using
Milky Way satellites (Charles et al. 2016). In particular,
the Large Synoptic Survey Telescope (Ivezic et al. 2008)
is expected to find hundreds of new Milky Way satellite
galaxies (Tollerud et al. 2008; Hargis et al. 2014). Due to
the di�culty in acquiring spectroscopic observations and
the relative accessibility of �-ray observations, it seems
likely that �-ray analysis will precede J-factor determi-
nations in many cases. To facilitate updates to the DM

search as spectroscopic J-factors become available, the
likelihood profiles for each energy bin used to derive our
�-ray flux upper limits will be made publicly available.
We plan to augment this resource as more new systems
are discovered.

After the completion of this analysis, we became aware
of an independent study of LAT Pass 8 data coincident
with DES Y2 dSph candidates (Li et al. 2016). The �-ray
results associated with individual targets are consistent
between the two works; however, the samples selected for
combined analysis are di↵erent.
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From a Group Catalog…

Recent catalogs identify groups of nearby galaxies and their associated halo properties 
Tully [1503.03134]; Lu et al. [1607.03982]; Kourkchi and Tully [1705.08068]

2MASS Redshift Survey is a nearly all-sky near-infrared survey that samples 
45,000 galaxies up to redshifts of z~0.03 

Bilicki et al.  [1311.5246]; Huchra et al. [1108.0669]



Galaxy Group J -factors

0 1e+16GeV2cm�5

…to a Dark Matter Sky Map
Lisanti, Mishra-Sharma, Rodd, Safdi, and Wechsler [1709.00416] 

Lisanti, Mishra-Sharma, Rodd, and Safdi [1708.09385]
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FIG. 1. (Left) The solid black line shows the 95% confidence limit on the DM annihilation cross section, h�vi, as a function
of the DM mass, m�, for the bb̄ final state, assuming the fiducial boost-factor [20]. The containment regions are computed by
performing the data analysis multiple times for random sky locations of the halos. For comparison, the dashed black line shows
the limit assuming no boost-factor. The Fermi dwarf limit is also shown, as well as the 2� regions where DM may contribute
to the Galactic Center Excess (see text for details). The thermal relic cross section for a generic weakly interacting massive
particle [44] is indicated by the thin dotted line. (Right) The change in the limit for m� = 100 GeV as a function of the
number of halos that are included in the analysis, which are ranked in order of largest J-factor. The result is compared to the
expectation from random sky locations; the 68 and 95% expectations from 200 random sky locations are indicated by the red
bands.

Galaxy groups are expected to emit gamma-rays from
standard cosmic-ray processes. Using group catalogs to
study gamma-ray emission from cosmic rays in these ob-
jects is an interesting study in its own right (see, e.g.,
Ref. [24, 26, 47, 48]), which we leave to future work. For
the purpose of the present analysis, however, we would
like a way to remove groups with large residuals, likely
arising from standard astrophysical processes in the clus-
ters, to maintain maximum sensitivity to DM annihila-
tion. This requires care, however, as we must guarantee
that the procedure for removing halos does not remove a
real signal, if one were present.

We adopt the following algorithm to remove halos with
large residuals that are inconsistent with DM annihila-
tion in the other groups in the sample. A group is ex-
cluded if it meets two conditions. First, to ensure it is
a statistically significant excess, we require twice the dif-
ference between the maximum log likelihood and the log
likelihood with h�vi = 0 to be greater than 9 at any DM
mass. This selects sources with large residuals at a given
DM mass. Second, the residuals must be strongly in-
consistent with limits set by other galaxy groups. Specif-
ically, the halo must satisfy h�vibest > 10⇥h�vi⇤lim, where
h�vibest is the halo’s best-fit cross section at any mass
and h�vi⇤lim is the strongest limit out of all halos at the
specified m�. These conditions are designed to exclude
galaxy groups where the gamma-ray emission is incon-
sistent with a DM origin. This prescription has been
extensively tested on mock data and, crucially, does not
exclude injected signals [3].

Results. The left panel of Fig. 1 illustrates the main
results of the stacked analysis. The solid black line repre-
sents the limit obtained for DM annihilating to a bb̄ final
state using the fiducial boost-factor model [20], while the
dashed line shows the limit without the boost-factor en-
hancement. To estimate the expected limit under the null
hypothesis, we repeat the analysis by randomizing the
locations of the halos on the sky 200 times, though still
requiring they pass the selection cuts described above.
The colored bands indicate the 68 and 95% containment
regions for the expected limit. The limit is consistent
with the expectation under the null hypothesis.

The right panel of Fig. 1 illustrates how the limits
evolve for the bb̄ final state with m� = 100 GeV as an
increasing number of halos are stacked. We also show
the expected 68% and 95% containment regions, which
are obtained from the random sky locations. As can be
seen, no single halo dominates the bounds. For example,
removing Virgo, the brightest halo in the catalog, from
the stacking has no significant e↵ect on the limit. Indeed,
the inclusion of all 495 halos buys one an additional order
of magnitude in the sensitivity reach.

The limit derived in this work is complementary to
the published dSph bound [1, 2], shown as the solid gray
line in the left panel of Fig. 1. It also probes the pa-
rameter space that may explain the Galactic Center ex-
cess (GCE); the best-fit models are marked by the or-
ange cross [49], blue [50], red [51], and orange [52] 2�
regions. The GCE is a spherically symmetric excess of
⇠GeV gamma-rays observed to arise from the center of

Galaxy Group Limit
Lisanti, Mishra-Sharma, Rodd, Safdi, and Wechsler [1709.00416] 

Lisanti, Mishra-Sharma, Rodd, and Safdi [1708.09385]

see parallel session talk by 
S. Mishra-Sharma (18:30) 



Effect of Stacking
Order of magnitude gain in the limit achieved by stacking the galaxy groups

The brightest galaxy cluster does not dominate the bounds4
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FIG. 1. (Left) The solid black line shows the 95% confidence limit on the DM annihilation cross section, h�vi, as a function
of the DM mass, m�, for the bb̄ final state, assuming the fiducial boost-factor [20]. The containment regions are computed by
performing the data analysis multiple times for random sky locations of the halos. For comparison, the dashed black line shows
the limit assuming no boost-factor. The Fermi dwarf limit is also shown, as well as the 2� regions where DM may contribute
to the Galactic Center Excess (see text for details). The thermal relic cross section for a generic weakly interacting massive
particle [44] is indicated by the thin dotted line. (Right) The change in the limit for m� = 100 GeV as a function of the
number of halos that are included in the analysis, which are ranked in order of largest J-factor. The result is compared to the
expectation from random sky locations; the 68 and 95% expectations from 200 random sky locations are indicated by the red
bands.

Galaxy groups are expected to emit gamma-rays from
standard cosmic-ray processes. Using group catalogs to
study gamma-ray emission from cosmic rays in these ob-
jects is an interesting study in its own right (see, e.g.,
Ref. [24, 26, 47, 48]), which we leave to future work. For
the purpose of the present analysis, however, we would
like a way to remove groups with large residuals, likely
arising from standard astrophysical processes in the clus-
ters, to maintain maximum sensitivity to DM annihila-
tion. This requires care, however, as we must guarantee
that the procedure for removing halos does not remove a
real signal, if one were present.

We adopt the following algorithm to remove halos with
large residuals that are inconsistent with DM annihila-
tion in the other groups in the sample. A group is ex-
cluded if it meets two conditions. First, to ensure it is
a statistically significant excess, we require twice the dif-
ference between the maximum log likelihood and the log
likelihood with h�vi = 0 to be greater than 9 at any DM
mass. This selects sources with large residuals at a given
DM mass. Second, the residuals must be strongly in-
consistent with limits set by other galaxy groups. Specif-
ically, the halo must satisfy h�vibest > 10⇥h�vi⇤lim, where
h�vibest is the halo’s best-fit cross section at any mass
and h�vi⇤lim is the strongest limit out of all halos at the
specified m�. These conditions are designed to exclude
galaxy groups where the gamma-ray emission is incon-
sistent with a DM origin. This prescription has been
extensively tested on mock data and, crucially, does not
exclude injected signals [3].

Results. The left panel of Fig. 1 illustrates the main
results of the stacked analysis. The solid black line repre-
sents the limit obtained for DM annihilating to a bb̄ final
state using the fiducial boost-factor model [20], while the
dashed line shows the limit without the boost-factor en-
hancement. To estimate the expected limit under the null
hypothesis, we repeat the analysis by randomizing the
locations of the halos on the sky 200 times, though still
requiring they pass the selection cuts described above.
The colored bands indicate the 68 and 95% containment
regions for the expected limit. The limit is consistent
with the expectation under the null hypothesis.

The right panel of Fig. 1 illustrates how the limits
evolve for the bb̄ final state with m� = 100 GeV as an
increasing number of halos are stacked. We also show
the expected 68% and 95% containment regions, which
are obtained from the random sky locations. As can be
seen, no single halo dominates the bounds. For example,
removing Virgo, the brightest halo in the catalog, from
the stacking has no significant e↵ect on the limit. Indeed,
the inclusion of all 495 halos buys one an additional order
of magnitude in the sensitivity reach.

The limit derived in this work is complementary to
the published dSph bound [1, 2], shown as the solid gray
line in the left panel of Fig. 1. It also probes the pa-
rameter space that may explain the Galactic Center ex-
cess (GCE); the best-fit models are marked by the or-
ange cross [49], blue [50], red [51], and orange [52] 2�
regions. The GCE is a spherically symmetric excess of
⇠GeV gamma-rays observed to arise from the center of



Returning to the Milky Way...
What if we look for dark matter annihilation in the Milky Way halo, 

but away from the Galactic Center?

A comparison of the J-factors shows that the signal can still be brighter 
than that expected for dwarfs or galaxy groups 

PUPT 2559

A Search for Dark Matter Annihilation in the Milky Way Halo

Laura J. Chang,1 Mariangela Lisanti,1 and Siddharth Mishra-Sharma1

1
Department of Physics, Princeton University, Princeton, NJ 08544

(Dated: April 3, 2018)

The Milky Way halo is the brightest source of dark matter annihilation on the sky. Indeed,
the potential strength of the Galactic dark matter signal can supersede that expected from dwarf
galaxies and galaxy groups even in regions away from the Inner Galaxy. In this Letter, we present
the results of a search for dark matter annihilation in the smooth Milky Way halo for |b| > 20� and
r < 50� using 413 weeks of Fermi Pass 8 data within the energy range of ⇠0.8–50 GeV. We exclude
thermal dark matter with mass below ⇠70 GeV that annihilates to bb̄ at the 95% confidence level,
providing the strongest limits on the annihilation cross section in this mass range. We explore how
these limits depend on uncertainties in cosmic-ray foregrounds by varying over a set of reasonable
models. These results exclude the region of dark matter parameter space that is consistent with the
excess of ⇠GeV photons observed in the Galactic Center for the bb̄ annihilation channel and, for
the first time, put the ⌧+⌧� explanation under tension.

Introduction. The Fermi Large Area Telescope [1] pro-
vides an unprecedented view of the gamma-ray sky. The
all-sky maps that are available can harbor clues about the
nature of dark matter (DM), which can annihilate to vis-
ible states that produce showers of high-energy photons.
A variety of such searches have been performed, focusing
on regions where the relative DM density is expected to
be significant. Thus far, the most sensitive bounds come
from looking at ultrafaint dwarf galaxies [2–5] and galaxy
groups [6, 7]. In this Letter, we explore emission due
to annihilating DM from the Galactic Halo, and demon-
strate that it can be used to set robust constraints on the
DM annihilation cross section. These constraints are the
strongest to date on DM with mass less than ⇠70 GeV,
for the bb̄ annihilation benchmark.

The halo surrounding our Galaxy provides the bright-
est source of DM emission on the sky. In general, the
DM flux is proportional to the so-called J-factor, which
is the integral over the line-of-sight, s, and solid angle,
⌦, of the squared DM density profile:

J =

Z
ds d⌦ ⇢2(s,⌦) . (1)

The J-factor provides a useful metric for comparing
the strength of an annihilation signal expected from
di↵erent targets. For example, the J-factors from
some of the brightest ultrafaint dwarf galaxies are
⇠1019 GeV2 cm�5 sr [5], comparable to that of the bright-
est galaxy groups [6]. In contrast, the center of our own
Galaxy has a J-factor several orders of magnitude larger,
with J ⇠ 1023 GeV2 cm�5 sr in the inner 20� ⇥ 20� re-
gion, depending on specific assumptions about the halo
profile. Even if one were to avoid the central part of the
Galaxy and only consider an annulus of r < 50� and lat-
itudes greater than |b| > 20�, the J-factor is still as large
as ⇠1022 GeV2 cm�5 sr.

Despite the strength of the smooth Galactic DM signal,
many other factors complicate a potential search. The
primary challenge is posed by the bright di↵use emission

from cosmic rays propagating in the Galaxy. These con-
tributions arise from ⇡0 decay, Brehmsstrahlung from the
interaction of cosmic-ray electrons with interstellar gas,
and inverse-Compton scattering of photons o↵ of high-
energy electrons. This di↵use foreground contributes the
vast majority of the high-energy photons we see on the
sky, accounting for between ⇠50–90% of the observed
photons depending on the energy range considered [8],
and is challenging to model accurately. Any search for
Galactic DMmust mitigate these uncertainties and quan-
tify the e↵ects of varying over reasonable assumptions
about the foreground models.

Searches for Galactic DM can be divided into two
broad categories. The first set focuses on the Inner
Galaxy, within r . 20� [9–23]. These analyses have con-
clusively found an excess of ⇠GeV photons whose en-
ergy distribution and spatial morphology can be consis-
tent with the expectation due to DM annihilation. How-
ever, recent studies have shown that the distribution of
photons in the Inner Galaxy is more consistent with a
population of unresolved point sources, disfavoring the
DM interpretation [24, 25]. Additionally, other studies
suggest that the spatial morphology of the excess may
better trace the stellar bulge [26, 27]. Complementary
studies of Milky Way dwarfs [5] and galaxy groups [6, 7]
are starting to put in tension the DM interpretation of
the excess emission. However, the tension can be allevi-
ated depending on the specific assumptions made about,
e.g., the dwarf halo profiles [3, 28] or the nature of sub-
structure boost in galaxy groups [7].

Even though the Galactic Center is the brightest DM
source on the sky, it is also one of the most complicated
due to the large astrophysical backgrounds. A comple-
mentary approach to looking at the Inner Galaxy relies
on looking at the Galactic halo at higher latitudes where
the DM density is still large, but the background lev-
els are much smaller [29–35]. This is the approach that
we take in this work. Focusing on a region defined by
|b| > 20� and r < 50�, we search for signals of DM an-
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Abundance of evidence for an excess of GeV gamma-rays in the Galactic Center 
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A Search for DM Annihilation in the Smooth Milky Way Halo

Supplemental Material
Laura J. Chang, Mariangela Lisanti, and Siddharth Mishra-Sharma

This Supplemental Material is organized as follows. We begin by motivating our choice of region of interest using
projections with Asimov datasets. We then present signal injection tests on Monte Carlo and data, and describe
the impact of foreground modeling uncertainty in detail. We conclude by showing extensions of the fiducial analysis
presented in the Letter, including the limits for (i) annihilation into additional final states, (ii) di↵erent DM density
profiles, and (iii) variations of the astrophysical templates. We also provide the relevant likelihood profiles.

THE REGION OF INTEREST

The fiducial analysis presented in this Letter uses a region of interest (ROI) defined by the annulus |b| > 20�

and r < 50�. To demonstrate how the signal sensitivity depends on the definition of the ROI, we analyze Asimov
datasets [68], which can be used to determine the median asymptotic behavior of the test statistic under the assumption
that the foregrounds are perfectly modeled, while varying over di↵erent choices of the ROI. The Asimov dataset in
this case corresponds to the sum of astrophysical templates best-fit to the data in each ROI. Note that the p6v11
template was not divided into independent radial slices in the Asimov study.

As a concrete example, we consider the case of a 30 GeV DM particle annihilating to bb̄, although results for
other DM masses are largely unchanged. We vary over latitude (|b| > bcut) and radial (r < rcut) cuts spanning
bcut = {15�, 16�, . . . , 30�} and rcut = {40�, 45�, . . . , 150�}. Figure S1 demonstrates how the projected cross section
limit, h�vilim, compares to that for the fiducial ROI, h�vifidlim, as a function of bcut and rcut. We consider the generalized
NFW profile as in Eq. 3 with scale radius rs = 17 kpc, local density ⇢(r�) = 0.4 GeV cm�3, and inner slope � = 1 and
1.2 (first and second panel from left, respectively). In general, we see that the projected sensitivity strengthens for
smaller bcut and larger rcut, as expected. This dependence weakens for steeper profiles because the dark matter (DM)
density is concentrated towards the Galactic Center. We note that the Asimov projections assume perfect knowledge
of the astrophysical components, and as such disregard potential degeneracies between a DM signal and astrophysical
templates, which are likely to be important in an analysis on data.

For comparison, we also consider several other DM density profiles, each normalized to ⇢(r�) = 0.4 GeV cm�3. The
middle panel of Fig. S1 shows the results for the Einasto profile [69]:

⇢Einasto(r) = ⇢0 exp
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FIG. S1. Sensitivity projections for a 30 GeV dark matter particle annihilating to bb̄ for di↵erent regions of interest, which are
defined by latitude (|b| > bcut) and radial (r < rcut) cuts. The projected limit, h�vilim, is compared to the limit for the fiducial
region, h�vifidlim, which corresponds to |b| > 20� and r < 50�. The contours indicate the ratio of these two cross sections. The
projections are provided for di↵erent dark matter density profiles: (left to right) generalized NFW with inner-slope � = 1, 1.2,
Einasto, and Burkert with a rB = 0.5 and 10 kpc core.
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FIG. S2. (Left) Reproduction of Fig. 1 of the Letter, included here for convenience. (Right) The corresponding limits when the
p6v11 template is not divided into eight radial slices whose normalizations float independently in the fitting procedure. For
each panel, the inset depicts the regions (not colored purple) over which the p6v11 template is allowed to float.

with ↵ = 0.17 and rE = 15.14 kpc [70]. The final two panels in Fig. S1 show the results for a cored Burkert profile [71]:

⇢Burkert(r) =
⇢0

(1 + r/rB)[1 + (r/rB)2]
, (S2)

where rB is the analog of the NFW scale radius and sets the size of the core. For illustration, we consider rB = 0.5
and 10 kpc, which roughly spans the range of allowed possibilities—see e.g. [72, 73]. While the Einasto contours look
very similar to those for NFW with � = 1.2, the Burkert results are quite di↵erent. For the smaller core, there is
only very mild dependence on rcut and the projected signal strength decreases with larger bcut. In contrast, the signal
is strengthened with decreased latitude and increased radial cuts for the case where rB = 10 kpc because the DM
distribution is less concentrated towards the Galactic Center.

While the Asimov projections suggest that one should minimize bcut and maximize rcut for optimal sensitivity to
DM, a full-sky analysis is not viable in actuality due to the large uncertainties associated with modeling the Galactic
foregrounds. As a result, we conservatively choose bcut = 20� to avoid the Galactic plane, where the foregrounds
are particularly bright and there is increased contamination from unresolved point sources. In addition, we choose
rcut = 50� because fitting over larger sky regions leads to over-subtraction and/or spurious excesses in the data
analysis. While the definition of the fiducial ROI is intended to mitigate the large systematic uncertainties associated
with the foregrounds, we also give the p6v11 template additional freedom by fitting its normalization separately in
eight radial slices of equal area. Fig. S2 compares the results of the fit with and without these additional degrees
of freedom to the foreground model. The left panel shows the results of the fiducial study presented in the Letter,
while the right panel shows the limit that is obtained when the p6v11 template is not divided into eighths. For the
latter, the Northern and Southern lobes of the Fermi bubbles are floated together,5 while every other aspect of the
analysis is kept the same as in the fiducial study. The projected sensitivities obtained from Monte Carlo simulations
are essentially equivalent between the two cases. When the p6v11 template is divided into eights, the data limit is
in agreement with the Monte Carlo expectation. This is in stark contrast with the behavior when one takes a single
normalization for the template. In this case, the foregrounds are over-subtracted in the data, leading to artificially
strong data limits. We therefore conclude that the additional freedom given to the p6v11 template stabilizes the
analysis in the designated ROI.

5
Doing the same for the fiducial study does not change the limit.
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SIGNAL INJECTION AND RECOVERY

A vital consistency check involves ensuring that the limit-setting procedure would not exclude a DM signal if one
were present in the data. We perform a variety of tests to confirm that we can set a robust limit while recovering the
properties of a DM signal. We perform these checks on both Monte Carlo simulations as well as on the data itself.

Signal injection on Monte Carlo. We create Monte Carlo simulations of the gamma-ray sky by summing the
astrophysical templates best-fit on data, adding the signal from a DM particle annihilating to bb̄ in the smooth
Galactic halo, and Poisson fluctuating the final map. We create 50 Monte Carlo realizations of the sky map and pass
each through the analysis pipeline. This procedure is repeated for di↵erent DM masses and cross sections to study
the resulting limit and the test statistic associated with the extracted signal.

Figure S3 summarizes the results of the signal injection tests for m� = 100 and 1000 GeV in the left and right
panel, respectively. In each panel, the gold bands indicate the recovered limit, h�vinulllimit, when no signal is injected

into the simulated sky map. The green band shows the middle 68% containment of the cross section, h�viinjlimit, that is
recovered when TS = �2.71 in the presence of an injected signal with cross section h�viinj. If the statistical procedure
is robust, the green band should lie above the diagonal line (saying that the limit set would be consistent with an
injected signal) and should asymptotically approach the gold band for small signal cross sections, as is indeed the
case for both masses included here.

The blue line shows the recovered cross section that is associated with the maximum test statistic, TSmax:

TSmax ⌘ 2
h
log L(d|M, dh�vi, m�) � log L(d|M, h�vi = 0, m�)

i
, (S3)

where dh�vi is the cross section that maximizes the likelihood. In the regime where TSmax < 1, this is shown as a

dashed line. The blue band corresponds to the range of cross sections above and below dh�vi associated with TSmax�1,
spanning the extremal values of the middle 68% containment in each case. We expect that the recovered cross section
should be consistent with statistical noise once the limit is reached, as is clearly demonstrated. The inset in each
panel of Fig. S3 demonstrates how TSmax depends on the injected cross section.

To summarize, we find that signal injection tests on Monte Carlo are well-behaved for DM masses ranging from
10–1000 GeV. The tests fail when the upper cuto↵ on the photon energy is & 100 GeV most likely due to limited
photon statistics. For this reason, as well as the fact that the p6v11 template should be used with caution at energies
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FIG. S3. Signal injection tests on Monte Carlo simulations for a 100 (left) and 1000 (right) GeV DM particle annihilating to bb̄.
In each panel, the gold line corresponds to the limit h�vinulllimit obtained when no signal is injected into the simulated data. The
green line corresponds to the median cross section limit, h�viinjlimit, that is recovered for a given injected cross section h�viinj,
when TS = �2.71. The green band shows the corresponding 68% containment. The blue line corresponds to the median

recovered cross section dh�vi that is associated with the maximum test statistic TSmax (plotted in the inset), and is shown
as dashed in the regime where TSmax < 1. The blue band spans extremal values of the 68% containment of cross sections
associated with TSmax � 1. For each injected signal point, we create 50 realizations of simulated sky maps.
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FIG. S4. The same as Fig. S3, except for signal injected on data. The left(right) panel corresponds to a 10(30) GeV DM mass.
In this case, for each injected signal point, we create 10 realizations of simulated sky maps.

& 50 GeV, we have restricted the photon energies to be below ⇠50 GeV.

Signal injection on data. We also perform a data-driven version of the signal injection tests, adding a Galactic
DM signal for bb̄ annihilation on top of the actual data and passing this through the analysis pipeline. We repeat
this procedure for 10 sky map realizations. This is a particularly important check at lower energies, where e↵ects of
point spread function (PSF) and foreground mis-modeling can lead to artificially strong limits for lower DM masses.
Figure S4 summarizes the results of the signal injection tests on data for DM masses of 10 and 30 GeV (left and right
panel, respectively). In each case, we see that the analysis would not exclude an injected DM signal. We restrict
ourselves to energies E� & 0.8 GeV to mitigate the e↵ects of a significantly degraded PSF at even lower energies. We
caution that while this procedure demonstrates that a signal would not be excluded under the null assumption on the
data, it is still possible that mis-modeling e↵ects can impact the final result for the lowest masses (⇠10 GeV). This
can be seen in the left panel of Fig. S4 from the fact that the median recovered cross section associated with TSmax

(blue line) falls and becomes consistent with zero slightly above the null limit. However, this small discrepancy
occurs in the range where TSmax . 1. This is not an issue for higher masses; for example, for a DM mass of 30 GeV,
the median recovered cross section associated with TSmax is consistent with zero only for cross sections below the
null limit, as shown in the right panel of Fig. S4.

GALACTIC FOREGROUND MODELING

Uncertainties due to modeling of the Galactic di↵use emission are inherent in searches for large-scale gamma-ray
structures. We have made an e↵ort to minimize the e↵ects of these uncertainties by giving more degrees of freedom
to the p6v11 template. However, inherent assumptions that go into the construction of the template can still have a
potentially large e↵ect on the final result. Here, we present results for three additional foreground models that are
designed to span several well-motivated possibilities. Our approach is to understand how each set of assumptions
regarding the cosmic-ray modeling impacts the DM sensitivity for the ROI considered in this work.

We repeat the analysis using Models A, B, and C, which were developed by the Fermi -LAT Collaboration specifically
for their study of the isotropic gamma-ray background at higher latitudes [8]. These models make distinct but well-
motivated choices for the cosmic-ray source distribution, di↵usion coe�cients, and re-acceleration strengths that span
a wide range of possibilities. Separate templates for ⇡0 decay, Bremsstrahlung, and inverse-Compton (IC) emission
are provided, so their normalizations can be varied independently in the fitting procedure. In these analyses, we use a
single combination of the Bremsstrahlung and ⇡0-decay templates as obtained from a fit to data using eight separate
equal-area slices. Both these components trace the di↵use gas and dust structures in the Galaxy, so giving them
separate degrees of freedom is expected to have a negligible e↵ect on the results.

We highlight the fact that the IC and ⇡0+Bremsstrahlung templates are allowed to vary separately in the Model
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FIG. S5. Similar to Fig. 1 of the Letter, except using the Model A, B, and C foreground models (left, middle, and right panel,
respectively) as provided by the Fermi-LAT Collaboration [8]. Note that the foreground templates are still divided into eight
radial slices, as in the fiducial study, but the normalizations of the inverse-Compton and ⇡0+Bremsstrahlung templates are
allowed to float independently. The fiducial limit obtained using the p6v11 foreground model is shown by the dashed black line
for comparison. The “excesses” in the Model A and C studies (with significances TSmax ⇠ 28 and 14, respectively) are well-
understood in terms of the source populations included in these models; see text for further discussion. Model B is statistically
preferred over Models A and C as a description of the data in our ROI; the di↵erence in the maximum log-likelihood between
Model B and A(C) is � log Lmax = 136(119).

A, B, and C fits. As a result, the foreground templates in these tests are given considerable freedom in the fitting
procedure, as they are associated with sixteen free parameters (rather than just eight, as in the p6v11 case). This
is a very important cross-check of the fiducial results, because the relative normalizations of foreground components
are fixed in p6v11, with the ratio set by a previous fit to the data. However, because that fit did not include a DM
template, one might worry that a potential signal—if present—would be absorbed by the foreground components
(particularly the IC component) in the initial fitting procedure. If this were the case, using p6v11 for a Galactic DM
search could potentially give artificially stringent DM limits.

Fig. S5 shows the limits obtained using Models A, B, and C. The di↵erences between the results can be understood
in terms of the assumptions going into the separate models, which we now describe in detail:

• Model A: Model A is based on the class of Galactic di↵use models studied in [74], and is described in detail
in [8]. Here, we only highlight the main elements that distinguish it from Models B and C. For Model A,
cosmic-ray electrons and nuclei are both sourced by the same population of pulsars, and the cosmic-ray di↵usion
coe�cient and re-acceleration strength are held constant. The left panel of Fig. S5 shows the Monte Carlo
expectation and data limit when rerunning the fiducial analysis using the Model A templates. The recovered
data limit is weaker than the Monte Carlo expectation, which suggests that there is excess gamma-ray emission
in the ROI that is not captured by the Model A templates. It should be noted that the foreground templates
are given considerable freedom in the fitting procedure, as the normalizations of the ⇡0+Brem and IC templates
are allowed to float separately in each radial slice. Despite this freedom, a large amount of DM emission is still
needed to improve the quality of the fit. A DM “excess” with a TSmax ⇠ 28 is observed, with the best-fit 1�
and 2� (corresponding to deviations in TS of �2.30 and �6.18 from the global maximum) containment regions
as shown in the figure. The fact that the DM parameter space that is favored is clearly excluded by the dwarf
searches strongly suggests that the weakening of the bounds is not due to DM, and is likely of astrophysical origin.

• Model B: Model B provides an important counterpoint to Model A [8]. It includes an additional source popu-
lation of electrons at the Galactic Center, which contributes to the IC emission. Unlike Model A, which closely
reproduces the local cosmic-ray electron spectrum, Model B under-predicts the distribution below ⇠20 GV.
However, this disparity can be accounted for by contributions from other more local sources. The middle panel
of Fig. S5 shows the Monte Carlo expectation and data limit for the Model B study. The limit is comparable to
the fiducial case at low masses and is somewhat tighter for masses above ⇠100 GeV, although still consistent
within the Monte Carlo expectation. The predicted IC spectrum from Galprop that is used in Model B tends
to be a better match to the fitted spectrum (compared to Models A and C). The better overall fit of Model B
to the data in this case and the fact that the additional emission is absorbed by the IC template means that an
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FIG. S6. Signal injection test on data using the Model B foreground template, assuming m� = 10 GeV (left) and 70 GeV (right).
Format as in Fig. S4.

FIG. S7. Similar to Fig. 1 of the Letter, except using the p7v6 and p8R2 foreground models (left and right panel, respec-
tively) [52]. We only include these results for illustration as both of these foreground models are not appropriate for studies of
di↵use DM signals, as discussed in the text.

astrophysical origin of the excess is statistically preferred to the DM component.

• Model C: For Model C, the cosmic-ray di↵usion coe�cient and re-acceleration strength depends on the Galac-
tocentric radius and height [8]. Additionally, while the cosmic-ray electron/nuclei are sourced from the same
population, their distribution is more central than that used for Model A. The di↵erences between Model A and
C predominantly show up in the outer galaxy, and so the two give largely similar results when used within our
ROI. The excess emission observed in the case of Model A is also present using Model C, with a preference for
roughly similar DM parameter values. Again, the fact that the preferred parameter space is robustly ruled out
by dwarf searches strongly indicates that the excess emission in this case is of astrophysical origin.

We have also performed signal injection tests using Model B to ensure the validity of the recovered bounds. The
left panel of Fig. S6 shows the results of signal injection on data, as described in the previous section, for a DM mass
of m� = 10 GeV where foreground and PSF mis-modeling are likely to have the largest e↵ect. We see that a putative
DM signal would not be excluded by the analysis in this case. We also show results for an injected DM mass of
m� = 70 GeV in the right panel of Fig. S6, corresponding to the value most consistent with the excess emission seen
in Models A and C. Again, we see that a potential DM signal would not be excluded in this case.
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FIG. S7. Similar to Fig. 1 of the Letter, except using the p7v6 and p8R2 foreground models (left and right panel, respec-
tively) [52]. We only include these results for illustration as both of these foreground models are not appropriate for studies of
di↵use DM signals, as discussed in the text.

astrophysical origin of the excess is statistically preferred to the DM component.

• Model C: For Model C, the cosmic-ray di↵usion coe�cient and re-acceleration strength depends on the Galac-
tocentric radius and height [8]. Additionally, while the cosmic-ray electron/nuclei are sourced from the same
population, their distribution is more central than that used for Model A. The di↵erences between Model A and
C predominantly show up in the outer galaxy, and so the two give largely similar results when used within our
ROI. The excess emission observed in the case of Model A is also present using Model C, with a preference for
roughly similar DM parameter values. Again, the fact that the preferred parameter space is robustly ruled out
by dwarf searches strongly indicates that the excess emission in this case is of astrophysical origin.

We have also performed signal injection tests using Model B to ensure the validity of the recovered bounds. The
left panel of Fig. S6 shows the results of signal injection on data, as described in the previous section, for a DM mass
of m� = 10 GeV where foreground and PSF mis-modeling are likely to have the largest e↵ect. We see that a putative
DM signal would not be excluded by the analysis in this case. We also show results for an injected DM mass of
m� = 70 GeV in the right panel of Fig. S6, corresponding to the value most consistent with the excess emission seen
in Models A and C. Again, we see that a potential DM signal would not be excluded in this case.
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FIG. S8. Recovered spectra, normalized to the corresponding bubbles region shown, for the Northern (left) and Southern (right)
lobes of the Fermi bubbles when analyzed with di↵use model p6v11 as well as Models A, B and C. Our fiducial configuration
was used to extract these spectra. The bubbles spectra obtained in [57] are shown for comparison. Note that a slighty di↵erent
ROI (|b| > 10� as opposed to |b| > 20�) was used in that case. The energy E� corresponds to the geometric mean of the energy
bin edges.

Because the Fermi bubbles are not accounted for when constructing the p6v11 foreground model, one potential
concern is the overestimation of the IC contribution. This could lead to inadequate modeling of the bubbles and
potentially over-subtract a DM contribution, leading to an artificially strong limit. We show in Fig. S8 the energy
spectra of the Northern (left) and Southern (right) lobes of the Fermi bubbles as obtained from our analysis pipeline
when using the various foreground models presented here. The spectra recovered when using p6v11 are broadly
similar to those obtained with Models A, B and C, underscoring the fact that the bubbles are adequately modeled in
all four cases. We also show the bubbles spectra from [57], obtained for a slightly di↵erent ROI (|b| > 10� as opposed
to |b| > 20�), which are again similar to those derived in our analysis.

Lastly, we show results obtained using the newer p7v6 and p8R2 di↵use models in Fig. S7 (left and right panel,
respectively). As outlined in the Letter, these models have large-scale residuals added back in to various extents, and
as such are unsuitable for use in studying large-scale DM structures such as emission from the Galactic halo. Indeed,
in both cases, we observe significant over-subtraction for the fiducial ROI. We emphasize that Fig. S7 is included for
illustration only and should be treated with caution.

EXTENDED RESULTS

We consider several additional variations to the fiducial analysis, and summarize the results here:

• Although we presented results for DM annihilating into the bb̄ and ⌧+⌧� final states in the Letter, DM anni-
hilation can proceed into a variety of Standard Model final states. In Fig. S9 (left), we reinterpret the main
results of the fiducial study in terms of annihilation into additional final states. Broadly, the spectra of hadronic
channels (W+W�, ZZ, qq̄, cc̄, tt̄) are predominantly set by boosted ⇡0 decays, resulting in comparable final
limits beyond the respective mass thresholds. Gamma-rays for the leptonic (e+e�, µ+µ�) channels predom-
inantly arise from radiative decays and final-state radiation, resulting in somewhat weaker overall limits. In
each case, we assume 100% branching fraction into the specified channel. Note that we only model prompt
gamma-ray emission and do not account for inverse-Compton or synchrotron radiation of the final state [59],
which is relevant for the lighter leptonic channels.

• In addition to the bb and ⌧+⌧� cases considered in the Letter, we summarize in Fig. S9 (right) constraints on
other possible annihilation channels contributing to the GeV excess. We show our results for the qq, cc, gg and
hh final states, spanning the range � = 1.2–1.3 for the inner slope of the NFW generalized profile (thick bands),
along with the corresponding best-fit contours as found by [75] assuming � = 1.28. We see that the qq and
hh explanations are robustly excluded by this analysis, while the cc and gg explanations are put significantly
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FIG. S9. (Left) The 95% confidence limit on dark matter of mass, m�, annihilating with cross section, h�vi, in the smooth
Galactic halo. The limits are obtained following the fiducial analysis procedure described in the Letter, but varying over the
annihilation channel. (Right) The 95% confidence limits on dark matter annihilation into bb̄ (fiducial), qq̄, cc̄, gg, and hh,
varying over the inner slope, �, of the generalized NFW density profile. The bands correspond to � values spanning 1.2–1.3.
Note that the bands for qq̄, cc̄, and gg fall essentially on top of each other. The best-fit parameters for the qq̄, cc̄, and gg
channels, as obtained in [75], are indicated by the pink, teal, and purple 1�/2� filled contours, respectively. The best-fit hh
value (and associated 1� range) is indicated by the blue diamond [75].

under tension. We do not include annihilation channels that are already excluded at the 95% confidence level
by spectral fits to the Fermi GeV excess emission [75].

• Figure 2 of the Letter demonstrates how the fiducial limit depends on the inner slope of the NFW profile. We
have additionally considered the Einasto and Burkert profiles, defined in Eq. S1 and S2. The associated limits
are shown in Fig. S10. The Einasto limit (solid green) is a factor of . 1.6 stronger than the fiducial case,
while the Burkert limit is a factor of . 24(5) stronger(weaker) for rB = 0.5(10) kpc (dotted and dashed green,
respectively).

• We assumed a local DM density of ⇢(r�) = 0.4 GeV cm�3 in the fiducial analysis, consistent with recent mea-
surements [48, 49]. Other estimates in the literature, however, point to a value closer to ⇢(r�) = 0.3 GeV cm�3

(see [50] and references therein). Repeating the analysis using this lower value, we find that the limit is . 1.8
times weaker (solid blue line in Fig. S10). We emphasize that the assumption made about the local DM density
does not impact the conclusions drawn about the viability of the GeV excess, as the best-fit regions are similarly
shifted to higher annihilation cross sections by roughly the same amount.

• Our fiducial analysis does not account for potential emission from Loop I in the Northern hemisphere. As a
proxy for this contribution, we include an additional isotropic template in the Northern hemisphere. Modeling
this emission results in a slight improvement in the DM constraint by a factor of . 1.2 (dashed purple line in
Fig. S10), as expected because additional foreground components are accounted for.

• In the fiducial study, the Northern and Southern lobes of the Fermi bubbles are floated separately. We have
verified that floating the Northern and Southern lobes together leave the limit unchanged. Figure S10 shows
what happens if the Fermi bubbles are not included at all in the analysis. In this case, the limit worsens by a
factor of . 6 (solid gold line).

• In the fiducial study, all point sources were masked to 95% containment in PSF, according to energy bin. To
estimate the e↵ect of point-source mis-modeling, we increased the mask size to 99% PSF containment; this
results in a factor of . 1.5 weakening of the fiducial limit (solid purple line in Fig. S10), likely due to the
corresponding reduction in the e↵ective size of the ROI.

• The fiducial analysis takes full advantage of the spatial profiles of the expected DM emission and astrophysical
components because we sum up the pixel-wise likelihoods. To quantify the gain from using spatial templates,
we instead perform the fit using only the total expected number of counts from the DM signal and backgrounds
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FIG. S10. The 95% confidence limits associated with variations to the fiducial analysis, as labeled in the legend and described
in the text.

within our ROI, and profile over the astrophysical nuisance parameters. The resulting limit (dotted gold line in
Fig. S10) is several orders of magnitude weaker than the fiducial bound.

• Figure S11 demonstrates the likelihood profiles for the fiducial analysis. In general, there is very good agree-
ment between the observed profile (black line) and the Monte Carlo expectation (blue band), in each energy bin.


