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CONTENTS

o Go through paper plots
o A lot of these havn’t changed, but some 

have

o Then hand over to C. Hunt to talk 
about systematic errors on magnetic 
field models

o What’re we looking at:
o Run 7469
o ISIS @ 700 MeV
o SSU ECE coils at 4T fields, M1, M2 off
o SSD all off
o Muon-mode beam (low 𝜋-contamination 

compared to other analyses)

o Improvements made since last CM:
o Analysis loop is beginning to shrink
o Better track reconstruction (minimise Pt hole)
o Same reconstruction in MC and data
o Global tracking
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THE ANALYSIS LOOP
Someone proposes 
something interesting

Should it have changed? Distribution/selection 
changes

Make new “final” plots
... different cuts?
... better tracker reconstruction?
... better MC agreement?
... convenient global tracking?

... sometimes “yes”

... sometimes “no”

... go through processing loops

... remember all the steps

... do mystic rain dance

... new plots appear CM 49
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Make new “final” plots

... go through processing loops

... remember all the steps

... do mystic rain dance

... new plots appear

THE ANALYSIS LOOP

Should it have changed?
Distribution/selection 
changes

Someone proposes 
something interesting

... different cuts?

... better tracker reconstruction?

... better MC agreement?

... convenient global tracking?

Yes, and it did
... and in one case: No, but it still did. 

CM 50
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CUTS/BEAM SELECTION

5/30



CUTS

Table 1: The number of particles that pass each selection criteria. A total of 24 645 particles pass all of the
described cuts.

Cut No. surviving particles

None 53 276
One space-point in TOF0 and TOF1 37 619
Time of flight in range 27—32 ns 36 357
Single reconstructed track with �2

NDOF
 4 40 110

Track within fiducial volume of tracker 52 039
Tracked radius at diffuser  90mm 42 584
Muon hypothesis 34 121

All 24 645

TOF0 and TOF1. This cut removes events in which two particles enter the experiment within the trigger125

window;
• Time of flight between TOF0 and TOF1, t01, in the range 27  t01  32 ns: Figure 3 shows the time

of flight distribution for muons passing all cuts other than the time-of-flight cut. The cut on t01 removes
positrons and a small number of pions that contribute to the sample at large t01;

• A single track reconstructed in the upstream tracker with a track-fit �2
satisfying

�2

NDOF
 4: NDOF is130

the number of degrees of freedom. The distribution of �2

NDOF
is shown in figure 3. This cut removes

events with poorly reconstructed tracks. In rare cases, more than one particle may pass through the same
pixel in TOF0 and TOF1 during the trigger window. This cut removes such events;

• Track contained within the fiducial volume of the tracker: The active area of each tracker station extends
to a radius of 150 mm. The radius of the track at each tracker station, Rstn, is required to satisfy Rstn <135

150mm. To ensure the track does not leave and then re-enter the fiducial volume, the track radius is
evaluated at 1 mm intervals between the stations. If the track radius exceeds 150 mm at any of these
positions, the event is rejected; and

• Track radius at the diffuser, Rdi↵  90mm: Muons that pass through the material of the diffuser, which
includes the retracted irises, lose a substantial amount of energy. Such muons may re-enter the tracking140

volume and be reconstructed but have properties that are no longer characteristic of the incident muon
beam. The inner radius of the diffuser mechanism (100 mm) defines the transverse acceptance of the
beam injected into the experiment. Back-extrapolation of tracks to the exit of the diffuser yields a mea-
surement of Rdi↵ with a resolution of �Rdi↵

= 1.8mm. Figure 3 shows the distribution of Rdi↵ . The cut
on Rdi↵ accepts particles that passed within 5�Rdi↵

of the inner radius of the diffuser.145

A total of 24 645 events pass the cuts listed above (Table 1). Data distributions are compared to the distribu-
tions obtained using the MAUS simulation in figure 3. The distribution of the time of flight between TOF0 and
TOF1 is peaked towards slightly longer times in the simulation than in the data. This is related to the imperfect
simulation of the distribution of longitudinal momentum of particles in the beam (see below). The distribution
of �2

NDOF
is broader and peaked at slightly larger values in the data than in the simulation. Despite these minor150

disagreements, the agreement between the simulation and data is sufficiently good to give confidence that a
clean sample of muons is selected. Table 2 shows the proportions of surviving positrons, muons, and pions in
the MAUS simulation. The expected pion contamination in the unselected ensemble of particles is 0.4%. The
criteria used to select the analysed ensemble remove all electrons and pions from the Monte Carlo sample.

Figure 4 shows t01 plotted as a function of p, the momentum reconstructed by the upstream tracking detector.155

The same distribution obtained from the simulation is also shown. The bulk of the data is consistent with

6

A worry?
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CUTS

Table 2: The proportion of electrons, muons, and pions, at the upstream Tracker, that survive each cut in the
Monte Carlo simulation. Application of all cuts removes all electrons and pions in the reconstructed Monte
Carlo sample.

Cut e µ ⇡ Total

None 1 676 46 113 203 47 992
One space-point in TOF0 and TOF1 1275 37 574 151 40 015
Time of flight in range 27—32 ns 71 39 267 152 40 322
Single reconstructed track with �2

NDOF
 4 1 205 43 824 163 45 194

Track within fiducial volume of tracker 1 641 43 903 175 45 719
Tracked radius at diffuser  90mm 1 332 32 270 112 33 714
Muon hypothesis 298 38 285 40 38 630

All 0 26 414 0 26 414

the muon hypothesis, depicted by the dashed (white) line. Events lying above the upper black (solid) lines in
figure 4 are ascribed to the passage of pions and are removed from the analysis. The population of events lying
below the lower solid-black line arise from muons that are poorly reconstructed or have passed through support
material upstream of the tracker and lost momentum. These muons are also removed from the analysis. 19 153160

events are removed by this requirement.

7 Results

7.1 Phase-space projections

The distributions in x, y, px, py, pz, p2?, p? (where p2? = p2x + p2y), and p =
q

p2x + p2y + p2z are shown in
figure 5. The distributions are plotted at the reference surface of the upstream tracker; the most downstream165

surface of the scintillating-fibre plane closest to the absorber/focus-coil module. The total momentum of the
muons that make up the beam lie within the range 140 <⇠ |p| <⇠ 260MeV/c. The results of the MAUS simulation,
which are also shown in figure 5, give a good description of the data. In the case of the longitudinal component
of momentum, pz , the data is peaked to slightly larger values than the simulation. The difference is small and
is reflected in the distribution of the total momentum, p. The distributions of the components of the transverse170

phase space (x, px, y, py) are well described by the simulation.
The phase space occupied by the beam selected by the procedure described in section 6 is shown in figure 6.

The distributions are plotted at the reference surface of the upstream tracker. The beam is well centred in the
(x, y) plane. Correlations are apparent that couple the position and momentum components in the transverse
plane. The transverse position and momentum coordinates are also seen to be correlated with longitudinal175

momentum. The dispersion in the beam is discussed further in section 7.2.

7.2 Dispersion and binning in longitudinal momentum

Momentum selection at D2 introduces a correlation between position and momentum. Figure 7 shows the
transverse positions and momenta with respect to the longitudinal momentum, pz , as measured at the upstream
Tracker reference plane. Correlations exist between all four transverse phase-space co-ordinates and the longi-180

tudinal momentum.

8

MC sample has 0.4% 𝜋

Combination of cuts 
removes all MC 
contamination
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8

MC sample has 0.4% 𝜋

Combination of cuts 
removes all MC 
contamination

Used to have a virtual plane here for PID

TOF0 TOF1 Now evaluate PID here

𝜇 here
decays to 
e by here

TKU
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ONE SPACEPOINT AT TOF0 AND TOF1
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CHI-SQUARE

Agreement gets 
worse if field in MC 
is rotated

C. Rogers suggested 
could be insufficient 
noise in MC?
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Plots are all cuts except the cut of interest
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Plots are all cuts except the cut of interest
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• Track fitting routine has
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truth.
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MUON HYPOTHESIS
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1D SELECTED DISTRIBUTIONS
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PX, PY
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PZ, |P|
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PHASE SPACE PROJECTIONS
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DISPERSION
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o Will look at emittance in 
10 MeV slices of |P|

o Can make phase-space 
plots for each of these 
slices

o Can see that each slice 
is approx. ellipse

o Can see rotations!

o [Difficult-to-see plot 
coming – sorry!]
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EFFICIENCY, PURITY
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• For each momentum bin:
• 𝑁9 = number particles in MC truth in 

this bin
• 𝑁: = number particles in MC recon in 

this bin
• 𝑁; = number particles that were 

generated, reconstructed and passed all 
cuts

• Efficiency = <=
<>

• Purity= <=
<?

• Plotting 1 – quantity
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Table 3: Statistical and systematic uncertainties on the measured emittance as a function of p.

Source hpi (MeV/c)
180 190 200 210 220 230 240 250

Measured emittance (mm rad) 3.06 3.40 3.65 3.69 3.65 3.69 3.62 3.31

Statistical uncertainty ±0.03 ±0.04 ±0.04 ±0.05 ±0.05 ±0.07 ±0.08 ±0.09

Beam selection +0.05
�0.04

+0.05
�0.04

+0.06
�0.05

+0.05
�0.06 ±0.05 +0.04

�0.05 ±0.1 +0.05
�0.1

Binning in p ±0.02 ±0.02 ±0.02 ±0.02 ±0.03 ±0.33 ±0.04 ±0.05

Non-uniform magnetic field ±??? ±??? ±??? ±??? ±??? ±??? ±??? ±???

Low p? tracks ±??? ±??? ±??? ±??? ±??? ±??? ±??? ±???

Tracker-field misalignment ±??? ±??? ±??? ±??? ±??? ±??? ±??? ±???

Magnetic field scale ±??? ±??? ±??? ±??? ±??? ±??? ±??? ±???

Tracker resolution ±0.00 ±0.00 ±0.00 ±0.00 ±0.00 ±0.01 ±0.01 ±0.01

Total systematic uncertainty +0.06
�0.04

+0.06
�0.04

+0.07
�0.05 ±0.06 ±0.06 ±0.34 +0.11

�0.10
+0.07
�0.11

Total uncertainty +0.07
�0.05

+0.06
�0.05

+0.08
�0.07 ±0.08 ±0.08 ±0.34 +0.14

�0.13
+0.12
�0.14

Total uncertainty (%) +2.14
�1.71

+1.98
�1.60

+2.17
�1.85

+2.06
�2.20

+2.29
�2.25

+9.29
�9.31

+3.89
�3.54

+3.49
�4.32
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Figure 12: Left: Variation in normalised transverse emittance as a function of pz for data (black, circle) and re-
constructed Monte Carlo (red, triangle). Error bars are statistical. Right: Resolution of emittance reconstruction
from Monte Carlo.

22

UNCERTAINTY CALCULATIONS Beam selection: Dominant contribution 
from diffuser aperture cut

Suspicious bin – big track error outliers?
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EMITTANCE COMPARISON
• Statistical uncertainty from 

data or MC 
• Systematic uncertainty from 

data
• Summed in quadrature
• 230 MeV bin is suspicious

• For field systematic uncertainty 
à C. Hunt

• Just a few things left...
• Field systematics
• Diffuser problem?
• Suspect bin?
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