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Introduction


The schemes proposed so far for constructing L1 Trigger primitives using information from the Tracker, all rely on the ability to filter hits from low Pt tracks, locally to a module, in order to reduce both data rates and combinatorial complexity to a realistically manageable level.

One of the proposed schemes relies on “Stacked Modules”, with a pair of sensors separated by approximately 1mm. The sensors typically consist of “long pixels”, with a pitch of ~ 100um and a length in the range of 1 ~ 2.5mm.

In this scheme, hits from the pair of sensors are combined to provide local track vectors, or “Stubs”. Rejecting all stubs that miss the interaction vertex in the r-phi plane by more than a given amount, corresponding to very low Pt tracks, substantial reduction factors can be achieved while maintaining high efficiency for stubs generated by tracks above a given Pt. A rejection factor of ~ 10 can be achieved, for a corresponding Pt threshold as low as ~ 2GeV.

In the Double Stack Tracker Straw Man [Ref.1], Stacked Modules are deployed throughout the Tracker, and are used for both the L1 Trigger and Tracking functions. In this case, the Stacked Module must also be able to make all hits/clusters available to be read out for events accepted by the L1 Trigger.

The key functionality of the Stacked Module, however, is to bring together the information from the top and bottom sensors, such that Stubs may be formed and acted upon.

An interesting approach to this, is that of a Vertically Integrated module, in which the information from one sensor (“Slave”) is brought to the electronics servicing the second sensor (“Master”) in a distributed fashion, through the bulk of the Module.

Engineering studies and discussions with a number of potential Industrial Partners are underway, and R&D initiatives are being prepared to identify and develop viable technologies and designs for the production of such modules, in large quantities. These will be the subjects of a coordinated set of R&D proposals.

In this Note, we summarize the target functionality and requirements.

In the Appendix we review possible options put forward so far for possible Vertically Integrated module architectures, and for the Slave to Master Tier L1 data transmission in particular.

A specific example is presented, to illustrate and discuss quantitatively a possible architecture of such a Module, as well as an interesting variant. 



Vertically Integrated Modules: Target Functionality and Requirements


A motivation for the Vertically Integrated module design is to minimize the power associated with the transmission of the L1 data within the module, by reducing the distance over which the data are transmitted from the Slave to the Master Tier, and to simplify the logic required to generate the stubs, by distributing the data paths over the surface of the module, and making the information from corresponding regions of the two sensors in the module available locally for processing in the Master Tier.

Another important motivation for this design is that the chips need not necessarily reach the module periphery, so that the module size is not directly driven by the chip size.

In general, such a module will consist of a sandwich, with the two sensor planes forming the outside layers, the next layer being the corresponding front-end electronics serving each of the two sensor planes, and the central layer the interposer.

The function of the interposer is to bring electrical services, power, control and data lines to the read-out chips, and to provide a direct data path from the Slave to the Master tiers.

Major requirements and challenges for these modules include: the data transmission from the Slave to the Master Tier; the logic associated to forming Stubs and the transfer of Stubs off-module as input to L1 Tracking Trigger primitives; the data read-out for triggered events; a manageable power consumption; the distribution of power and signal lines to the front-end chips over the full surface of the module; efficient thermal management and cooling of the module; a low mass packaging solution allowing for all the above, and suitable for high-reliability and high-volume production.

In what follows, we assume that the full Tracker information for the L1 is required for each bunch crossing.

The possibility of a L0 trigger based on the Calorimeter and Muon detectors, to substantially reduce the rate and volume of Tracker information required for the L1 Trigger, is currently under study. Should such a scheme be adopted, this would substantially reduce the L1 Trigger associated bandwidth for the Tracker.



Below we specify a set of Target Functionality and Requirements, which the Vertically Integrated module should satisfy. These targets and requirements are likely to evolve, as the understanding of their performance potential and engineering implications improves.



· Geometry:

Sensor size: should make effective use of 6” wafer => coverage ~ 80cm2
Sensor separation: in the range of 0.5 ~ 2mm (tolerance?)

Pixel Pitch: in the range of 80 ~ 120um
Pixel Length: in the range of 1 ~ 2.5mm


· Slave to Master Tier L1 Trigger Data Transmission:

Transfer rate: 40MHz for all valid hits (or clusters) in each bunch crossing

Resolution in phi: the full phi resolution of the Slave Tier sensor is required
Resolution in Z: a relatively coarse effective granularity of the Slave Tier sensor, in the range of  ~ 1cm, may be acceptable for the L1 Trigger. In this case, the Z resolution of accepted stubs is relies just on the Master Tier information.

Pulse height information: no pulse height information is required.

Occupancy: at a radius of ~ 30cm we expect ~ 1 cluster/cm2 for each bunch crossing. This decreases to ~ 1/2 clusters/cm2 and ~ 1/8 clusters/cm2 at radii of ~ 50cm and 100cm respectively.

Coverage: The distribution of the information from the Slave Tier to the Master Tier must ensure that any resulting stub formation geometric inefficiency is well below 1%. 

For a ~ 2GeV Pt threshold, the width in phi of the allowed coincidence window between hits in the Master and Slave Tiers is approximately +- 0.5 * the Sensor Separation. The allowed acceptance window in Z extends forward to approximately 5 * the Sensor Separation at  = 2.5. For modules within about +- 20cm of the interaction point, the allowed acceptance windows also extends backwards to approximately 0.5 * the Sensor Separation, to allow for the long Interaction Region.


· Clustering and Stub Formation Logic:

For the purposes of this discussion, we assume that the logic for Clustering and Stub formation can be summarized as follows.

In a first step, a simple clustering algorithm may be implemented. An example of such a clustering algorithm could be the following:

· The same clustering algorithm is applied both to the Master Tier pixels and the Slave Tier logical strips (which we refer to as cells below)

· For any given hit cell, all cells in the surrounding 3 * 3 array are considered as neighbors and the hit cells assigned to a single cluster

· Then, in each the phi and Z projections independently:

· For single cell clusters: accept the cluster and assign the center of the cell as the cluster coordinate
· For two cell clusters: accept the cluster and assign the common cell boundary as the cluster coordinate
· For three or more cell clusters: reject the cluster
· Nb the exact parameters of a cluster width cut may depend on a number of details, this example is for illustration purposes


In a second step, the accepted clusters from the Slave Tier are distributed within the Master Tier as required for the coincidence logic.

In a third step, each cluster in the Master Tier is put in coincidence with clusters within an allowed window in the Slave Tier, in both phi and Z. The width of the allowed window, and its position relative to the Slave Tier cluster, are programmable functions of both the local phi within a module, and the rapidity at which the module is placed. In addition, it may be useful to have two different phi acceptance windows, allowing for a tight and a loose Pt threshold for stubs.

In a fourth step, accepted stubs are prepared for transmission off-module.


· Off-module transmission of accepted stubs, for the L1 Trigger:

Transfer Rate: 40MHz for all accepted stubs in each bunch crossing

Resolution: the full position resolution is required.

Pulse height information: no pulse height information is required.

Rates of accepted Stubs for Off-Module transmission: a representative situation is that ~ 10% of hits in a stacked module will result in an accepted stub, and allowance should be made for a factor of two uncertainty in the rate of accepted stubs. This corresponds to accepted stub rates as high as ~ 0.2/cm2 at a radius of ~ 30cm, decreasing to ~ 0.1/cm2 and 0.025/cm2 at radii of ~ 50cm and 100cm respectively.

Assuming 24 bits/accepted stubs, this translates to ~ 16Gb/s of off-module L1 Trigger data transmission for a ~ 80cm2 module at ~ 30cm, decreasing to 8Gb/s and 2Gb/s for modules at ~ 50cm and ~ 100cm respectively.


· Read-out for L1 accepted events:

Transfer Rate: all valid hits/clusters should be read-out from each the Slave and Master Tiers.

Resolution: the full position resolution is required.

Pulse height information: Pulse height information is desirable (3 ~ 4 bits?), but may not be compulsory.

With an estimated cluster rate of 1/cm2 at a radius of ~ 30cm, decreasing to ~ 0.5/cm2 and 0.01/cm2 at radii of ~ 50cm and 100cm respectively, allowing for a factor of two uncertainties in these rates, and assuming up to 32 bit/cluster, this translates to ~ 240Mb/s of off-module Read-Out data transmission for a 100kHz rate of triggered events. This decreases to ~ 120Mb/s and 30Mb/s for modules at ~ 50cm and ~ 60cm respectively.


· Physical Characteristics and Manufacturability:

Power Consumption: The module power consumption must be compatible with effective low mass cooling, and with an overall power consumption within the limits set by the boundary conditions and service plants at P5. The module power consumption may vary with radius, due to the large radial dependence of the cluster and stub rates.

First estimates, based on simple extrapolations from the present CMS Pixel ROC and some assumptions for data transmission, are in the range of 6 ~ 7W/module for the worst-case on-module power consumption at ~ 30cm radius, and an average of 3 ~ 4W/module at radii of ~ 50cm and above, including the power associated to off-module data transmission (see the Appendix and annex Table).

Assuming a DC-DC power distribution scheme with 80% conversion efficiency, and with a 10% power loss in the cables from PP1 to the modules, this results in 9 ~ 10W/module as the worst-case for the overall power consumption associated to the modules in the innermost layer, and 4 ~ 5W/module as representative of the average at radii of ~ 50cm and above.

In the case of the Double Stack Tracker Straw Man, with ~ 20’000 stacked modules, this results in a total power consumption of about 100kW inside the Tracking Volume. To this must be added the power of the optical links for data transmission to the USC, assumed to be outside the Tracker volume.

Lower power consumption is desirable, and is a priority item.



Thermal Management and Cooling: The silicon sensors must be maintained well away from thermal run-away, and any thermally induced mechanical stresses and distortions must be well within the limits for safe, long-term operation.


Material Budget: the modules are likely to dominate the overall material inside the tracking volume: minimizing the module material budget is highly desirable and is a high priority requirement.

Early estimates are in the range of X0 1.5 ~ 2.5% of a radiation length for a stacked module, at  = 0. A representative target is X0 ~ 1.6% for a stacked module, equivalent to ~ 1.5 times the material budget for a single-sided TOB module.


Manufacturability: high quality and high reliability are required. Representative targets are an initial channel defect rate below ~ 10-3, remaining below ~ 10-2 over a nominal 10 years of operation. Large volume capacity, of order 10’000 modules/year is also required.



Appendix




Possible Options for Slave to Master Tier Data Transmission


One of the key technological challenges, which such a module presents, is the need to connect the front-end chips both to the sensor and to/through the interposer, and the number and density of these connections is a critical parameter. 

There are two basic approaches to bringing the information from the Slave tier down to the Master tier: Multi-Channel Multiplexed or Single Channel non-Multiplexed. In addition, a reduced Slave tier granularity for the L1 data may also be considered as a means to reduce the number of data paths through the interposer. 


· Multi-Channel Multiplexed Schemes:

In the Multi-Channel Multiplexed scheme, a number of pixels in the Slave tier are associated with a single data link through the interposer, to the Master tier, and for each bunch crossing encoded data are sent, with the information corresponding to each pixel hit within the group.

The obvious advantage of this scheme is the reduction in the number of data paths from the Slave to the Master tier, and in the corresponding connections to and through the interposer.

The main disadvantages are the need to encode and decode the information, and the increase in data rates given by the need to transmit an address field for each hit as well as the need to deal with a potentially variable number of hits within a single region in the zero-suppressed scheme.

The encoding schemes may vary from a simple non-zero suppressed binary scheme, with a bit transmitted for each channel for a few-fold multiplexing, to a zero-suppressed scheme with an address transmitted for each pixel hit within the group for a many-fold multiplexing. An analogue encoding scheme is also being pursued, for the case of few-fold multiplexing.

In the non-zero suppressed binary scheme, with a link frequency of up to 320Mbps, as many as 8 pixels may be multiplexed on a single transmission line and the information transmitted synchronously in a single 40MHz clock cycle. In the zero-suppressed scheme much larger numbers of pixels may be multiplexed on a single transmission line, but at the cost a more complex, and likely asynchronous encoding scheme.


· Single Channel non-Multiplexed Schemes:

In the Single Channel non-Multiplexed scheme, each channel in the Slave tier is individually connected to the Master tier electronics through the interposer.

The main advantages of this scheme are that each data path is operated low speed (all the information from the Slave tier is transmitted in parallel to the Master tier as a single bit in a single 40MHzclock cycle), that it removes the need for any encoding and decoding, and that it provides the information from the Slave directly to the corresponding region in the Master.

This scheme minimizes both the logic associated to the data transmission from the slave, and that associated to the data processing and coincidence logic in the Master.

The disadvantage of this scheme is that is requires a high density of connections to and data links through the interposer.


· Reduced Slave tier granularity for L1 Triggers:

The number of connections between Slave and Master tiers may also be significantly reduced if, at least for the purposes of the L1 Trigger, a number of pixels on the Slave tier are associated to a single “Logical Strip”. In particular, we may consider forming logical strips of 5 ~ 10mm length from a group of longitudinally pixels.

The Pt selectivity of the on-module stub rejection would be substantially unaffected, to the extent that the occupancy for the logical strips remains sufficiently below the target rejection rate. The Z resolution for the stub would now be driven by the pixel length in the Master layer alone, and this can be set to match the L1 Trigger requirements (the Slave tier can continue to be read out at full Z resolution for triggered events).

With logical strips of 100um by ~ 10mm, the connection density is reduced to ~1/mm2 if distributed homogenously, or to ~1/100um if arranged in-line along an edge of the front-end chip (assumed to be ~ 10mm long). 

This arrangement may be used both with the Single-Channel and Multi-Channel Multiplexed data transmission schemes.

In particular, logical strips of several mm in length combined with a few-fold multiplexing may be an attractive solution.

Alternatively, working with reduced granularity, the sensor of the Slave tier may be directly connected through the interposer, to the front-end electronics of the Master tier, thereby eliminating the need for a front-end electronics layer devoted to the Slave tier (in this case, the logical strip would be a physical strip, and the Z information from the Slave sensor would be degraded also for the data read-out of triggered events).

This variant is technologically aggressive, in particular in that it places very stringent requirements on the capacitance of the connections from the Slave tier sensor to the Master tier front-end electronics, which must be substantially less than ~1pF. 

However, it is attractive in that it would reduce the number of layers of front-end electronics in the Stacked Module from two to one, and remove the need for a digital data transmission from the Slave to the Master Tier, along with the electronics and power associated to it. This may allow for a significant reduction in the material budget of the module, as well as a potentially very substantial cost saving. In addition, connections to the module may be simplified, as they would only concern one, rather than two, electronics tiers.

 

An Illustrative Example of Vertically Integrated Stacked Module



The purpose of this example is to illustrate and discuss quantitatively a possible architecture and corresponding characteristics of a Vertically Integrated Stacked Module. An interesting variant is also described. The main parameters characterizing this example are summarized in the annex Table.

In this example, we consider Pixels with a granularity of 100um * 1.25mm.

For the purposes of the L1 Trigger, we choose a reduced granularity for the Slave tier, with Logical Strips consisting of the “OR” of 8 longitudinally adjacent Pixels covering 100um * 10mm. Logical Strips 4 or 6 pixels long may also be considered, if required to ensure a sufficiently low occupancy.

The data transmission from the Slave to the Master Tier is assumed to multiplex groups of 8 Slave Tier logical strips, adjacent in phi, onto a single transmission line. A non-zero suppressed binary scheme and data transmission at 320Mb/s is an obvious option. An alternative scheme using a simple analogue encoding of the data to reduce the switching rate across the data lines is also under study, as mentioned above.

The Read-Out chips are taken to be 128 pixels wide in phi by 16 pixels long in Z, to cover two consecutive logical strips. This corresponds to approximate chip dimensions of 12mm* 20mm. Wider chips, up to 256 channels, may also be used in this scheme, if convenient.

We assume that the modules are 8 chips wide by 4 chips long, corresponding to a sensor active area of  ~ 100mm * 80mm and a total of ~ 2 * 65’500 pixels in each module.

In order to allow overlapping acceptance for Stubs across neighboring chips, and to ensure that all required information for Stub formation is locally available within each Master Tier chip, each group of logical strips in the Slave Tier is assumed to have an L1 Data Path both to the chip directly below it on the Master Tier, as well as to its neighbor, as shown in Figure 1.[footnoteRef:-1] [-1:  This is only strictly necessary for the central subset of modules, where tracks may “point backwards” due to the relatively long IP; for modules at Z beyond the end of the IP, at ~ 15cm, only the forward going overlap connections between Master and Slave Tiers are required to ensure full geometric coverage.
] 


Such an arrangement means that all groups of logical strips of the Slave Tier are connected to two chips in Z on the Master Tier, and that groups of logical strips at the phi boundaries of a chip of the Slave Tier are also connected to the neighboring chip in phi on the Master Tier.

Assuming independent data paths from the Slave to the Master Tier, this leads to a density of data paths through the interposer of about 25/cm2. If arranged in-line at the Z boundaries of the read-out chips, this corresponds to a net pitch of ~ 400um.[footnoteRef:0] [0:  An alternative may be to provide a single data path for each group of logical strips on the Slave Tier to the Master Tier, and then arrange for the Master tier chips to exchange the necessary overlap information between them. This would half the number of data paths from Slave to Master Tiers, but increase the number of data connections between the interposer and the Master Tier electronics.] 


An option under consideration for the data links from the Slave to the Master Tier uses differentially driven current switching. The operation of such links at 320Mbps, over distances of order meters, with power consumption in the range of ~ 1mW, is currently under study. With ~25 links/cm2, this would result in a power consumption of ~ 2W for the Slave to Master Tier data transfer in an 80cm2 module.

In this scheme a reduction by at least a factor of two in the power dissipation per link, exploiting the very short transmission distance and correspondingly low parasitic resistances and capacitances involved, would clearly be desirable, and it would be mandatory in case shorter logical strips are required to maintain a sufficiently low occupancy. A possibility may be to operate the data links at higher speeds. Operating at 640Mbps, for example, could allow multiplexing 16 logical strips onto a single link, thus reducing the number of links and the associated power by a factor of two. 

Alternatively, schemes that exploit the very low cell occupancy to substantially reduce power for the Slave to Master Tier data transmission may also be considered. For example, in voltage switching or current modulation schemes, in which “0” is a low power quiescent state, the power consumption could be greatly reduced. However, the implications on the system performance of the transients associated with such schemes require careful study.

We assume that the Slave to Master Tier data transfer for a module of ~ 80cm2 can be achieved for ~ 1W or less.

In this example, the information associated to each accepted stub consists of the full 16 bit address of the Master Tier pixel forming the stub, which provides both the phi and Z position information for the stub, and of a time-stamp which identifies the bunch crossing which generated the stub, and is required for the later de-randomization of the data (4 ~ 6 bits should suffice). Optionally, an additional bit may be used to flag if the stub passed a tight Pt threshold, in addition to the lower Pt acceptance cut. We assume a total of ~ 24 bits associated to each stub transmitted off module for the L1 Trigger.

Note, that the Slave Tier electronics is not concerned by the off-module transmission of L1 Trigger data.

The electronic blocks required for each of these logical steps, and the associated footprint and power, are currently under study.

At a radius of ~ 34cm, assuming a cluster occupancy of ~ 40MHz/cm2, and that ~1/10 of clusters form an accepted stub, the resulting average data rates transmitted off module for the L1 Trigger are ~ 8Gb/s. Allowing for a factor of two margin requires an available bandwidth of ~ 16Gb/s for modules at this radius. Assuming ~ 10pJ/bit the corresponding power consumption is ~ 0.2W per module. The required off-module L1 Trigger data transmission bandwidth decreases to 8Gb/s and 2Gb/s for modules at ~ 50cm and ~ 60cm respectively.

For L1 accepted events, it is assumed that all hits digitized by each the Slave and Master Tiers are independently read-out, at the full pixel granularity of 100um * 1.25mm. A simple on-chip clustering and zero-suppression is assumed, and we allow for 32 bits of information for each cluster. It remains to be seen if the read-out is binary, or if it includes digitized pulse height information.

For modules at a ~ 34cm radius, and assuming a cluster hit rate of 40MHz/cm2, this results in an off-module data rate for the read-out of L1 accepted events at 100kHz of ~ 2 * 250Mb/s per module, a small fraction of the L1 Trigger data rate.

In order to avoid introducing additional complexity to the L1 Trigger off-module data path, we assume that an independent data path is provided for this purpose.



An Interesting Variant


An interesting variant of the above is the following.

Rather than using the Slave Tier read-out electronics to arrange a number of physical pixels into logical strips, the Slave Tier sensor could instead directly consist of physical strips of 100um * 5 ~ 10mm in length (again the strip length being driven by the acceptable level of occupancy).

In this case, provided a sufficiently low connection capacitance (below ~ 1pF), the strips of the Slave Tier sensor could be directly connected to the Master Tier electronics.

The Master Tier read-out chips would retain a similar footprint as in the example above, the main difference being on the input stage for the Slave Tier signals.

Evidently, no multiplexing is possible in this scheme, which will increase the number of connections from Slave to Master tiers compared to those in the scheme outlined above. It may be preferable to connect strips in the Slave Tier to one rather than two read-out chips on the Master Tier, and then arrange for the Master tier chips to exchange the necessary overlap information between them (as in Footnote 1 above).

This leads to a density of connections, from the Slave to the Master Tier, of about 100~200/cm2. If arranged in-line at the Z boundaries of the Master Tier read-out chips this corresponds to a net pitch of ~ 100um. Due to the exchange of overlap information between chips, the number and density of data connections to the Master Tier electronics would higher than that, and some level of staggering would be required to maintain their pitch at a manageable density. Alternatively, the number of connections may be reduced by dispensing with the backward Z overlaps, at a small cost in geometric coverage.

As previously pointed out, this scheme has the potential advantage that it would reduce the number of layers of front-end electronics in the Stacked Module from two to one.

The L1 Trigger Stub forming logic and off-module data transmission would be largely unaffected by this variant, and would remain similar to the example outlined above.

For the read-out of L1 accepted events, however, the Master Tier electronics would have to supply the information for both the Slave and Master Tier sensors.








Figure 1: Schematic illustration of Slave Tier logical strips connected to Master Tier electronics, with a four-fold multiplexing.







