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Related talks at LHCP:

» Later this session: Ed Scott, “Calorimetry at
very forward rapidity”

» Plenary on Sat: Jean-Baptiste Sauvan, “Status
of ATLAS and CMS upgrades on calorimetry
and timing and future prospects”

More information:

» CMS Technical Proposal

» ATLAS Technical Proposal - soon public!
» Recent CERN Detector Seminars:

» Josh Bendavid (CMS), May 4, 2018
» Laurent Serin (ATLAS), June 1, 2018
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The challenge: pileup



Motivation: pileup at the HL-LHC (£ = 7.5 x 10* cm%s!)

CMS Experitent at the LHC, CERN
‘Datavecorded: 2016-Oct-14 09:33:30,044032 GMT. = . T
Run/ Event/.S; 283171 /85092505 /185 ~130 vertices

T T T T
ATLAS Preliminary
HGTD

g, =45mm
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pileup density [vertices/mm]

» Beam spot RMS 45 mm
> Pileup up to (1) = 200

= 1.6 vertices/mm on average

Line density p.d.f.

Track-to-vertex association ambiguous when
o(z0) 2 1/p(vix)
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Motivation: effects of pileup

Hard-scatter jet

Spurious
pile-up jet

Jet from
pile-up

L4 B 4

K

Pile-up ™~ Hard scatter

Need to associate: tracks to vertices, tracks to objects = objects to vertices o
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The solution: Exploit the time dimension of the beam spot

» Tracks coming from o B e
2z region look like g " ]
they're from one g E
vertex 2 = E

600 =

» Expect up to ~10 a0 E
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The solution: Exploit the time dimension of the beam spot

» Tracks coming
z region look li

from
ke

they're from one

vertex

» Expect up to ~10
vertices in region
~ z, resolution
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The solution: Exploit the time dimension of the beam spot

» With time info, the

» Tracks coming from

X
‘B

z region look like % E E vertices can be
they're from one 2™ E resolved!
vertex a o E . -
c00F- 4 » Time projection
» Expect up to ~10 4oof- E (left) has bin size of
vertices in region 200 E 30 ps
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The detectors



Forward region most challenging

Hard-scatter jet

Spurious
pile-up jet

Jet from
pile-up

4

I 4
x * oA X ’

Pile-up ©  Hard scatter

Measure time of tracks and thereby vertices = improve track-to-vertex association!




Forward region most challenging

Hard-scatter jet

Spurious

pile-up jet
‘_ Jet from
E ks a7 pile-up
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Pile-up ~ Hard scatter

Measure time of tracks and thereby vertices = improve track-to-vertex association!



Forward region most challenging
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pile-up jet ‘
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Measure time of tracks and thereby vertices = improve track-to-vertex association!
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ATLAS: High-Granularity Timing Detector (HGTD)

The ATLAS detector
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ATLAS: High-Granularity Timing Detector (HGTD)

HGTD will provide timing measurements for charged particles in 2.4 < n < 4.0.
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ATLAS: High-Granularity Timing Detector (HGTD)

» Two endcap disks at z = £3.5 m (where
Minimum-Bias Trigger Scintillators are now)

Active

area
120-640 mm
N

» 6.3 m? active area: 120 mm < R < 640 mm
=24 <|n| <4.0

» Radiation: 3.7 x 10'° neq/cm2 fluence,
4.1 MGy TID (incl. safety of 1.5 resp 2.25)

» Si-based Low Gain Avalanche Diode e L E—
technology = o = 30 ps/track Moderator (30 mm)

» Sensors on both sides of two cooling plates
with varying overlap =
> (Npigs) = 3 for R < 320 mm
> (Npis) = 2 for R > 320 mm

| CO2 cooling disk (5 1 _

» Requirement of occupancy < 10%
= 1.3 mm x 1.3 mm pixels
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o
CMS: MIP Timing Detector (MTD) f

s il

MTD design overview

ENDCAPS

Onthe CE nose  ~ 42 mm thick
Surface ~12m?*

Radiation level ~2x10" n_ fcm?
Sensors: Si with internal gzunu (LGAD)

e Thin layer between tracker and calorimeters
o  MIP sensitivity with time resolution of ~30 ps
e Hermetic coverage for |n|<3




CMS: MIP Timing Detector (MTD)

Barrel: Endcap:
» LYSO crystal + silicon photo-multiplier » Low Gain Avalanche Detector technology
(like ATLAS)

» Timing layer built into barrel tracker support
tube (between tracker and ECal Barrel) > Single layer between tracker and calorimeter

» Less radiation in barrel region (on HGCal "nose”)

. : : . > Higher radiation dose
» Stringent installation schedule requirements &

= use mature, production-ready technology » Later installation date = time for more R&D

Barrel Endcap
LYSO-+SiPM LGAD

Coverage In| < 1.5 1.5 < |n| < 3.0

Surface Area ~ 40 m? ~ 12 m?

Power Budget ~0.5 kW /m? ~1.8 kW/m?

Radiation Dose < 2el4 neq/cm® | < 2el5 neq/cm?

Installation Date | 2022 2024

(LYSO = Lutetium-yttrium oxyorthosilicate)
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https://en.wikipedia.org/wiki/Lutetium-yttrium_oxyorthosilicate

Impact on performance of
physics object reconstruction
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Pileup-jet rejection: ATLAS

Rejection of pile-up jets

ITk + HGTD / ITk

E —=— [Tk-ol

- —=— Tk + GTD Initial
—+ ITk + HGTD, Final m
—. ITk + HGTD, Worst Case -

10° = T =

10°

| ATLAS Simulation Preliminary

E Vs=14TeV,<u>=200 30< p ' <50 GeV
F HGTD 25<h<3.8
[ Pythia8 di-jets

&

»

w
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o

o
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0.85 0.9 0.95 1
Efficiency for hard-scatter jets

With initial and final timing resolution (o (t) = 30 ps),

rejection improved by factor of 1.6-4

» Pileup-jet rejection as a
function of hard-scatter jet
efficiency in forward region

» No HGTD (black) and HGTD
with different o(t)

(Corresponding plots for
CMS MTD in backups)
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Pileup-jet rejection: ATLAS

1 15; \@:11‘1Tev,<i;>=200‘ ATL)\s Siml‘JIation I‘Drelimir:aryj
""YE HGTD 30 <p <50 GeV 3
1.1 pythias diets 2% E
1.05E 3
1= = » Pileup-jet rejection as a
0.95F = function of hard-scatter jet
0.9F 3 efficiency in forward region
£ ik, il €
0-85E Tt HaTD, Fina Y > No HGTD (black) and HGTD
0.8 —ITk+HGTD, Worst Case 3 . .
E E with different o(t)
0.755 5
(0 Jy /= S A AR B T )
' 05 1 15 3.5 (Corresponding plots for
l CMS MTD in backups)

Fixed pileup-jet eff of 2%, HS eff vs
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Tagging of heavy-flavor jets: CMS

1

> ! I ! > '
S [ CMS Phase-2 Simulation S [ CMS Phase-2 Simulation §
8 [t PU=200, jetp_>30GeV 1 8 [t PU=200, jetp_>30CeV.a ]
9 T 9 T
g g
o c-jet - c-jet
210" - @10"
£ £
', udsg-jet o udsg-jet
102 =g ; /4 10% o
A/ s ] V& ST
A/ . nopu nomtD l’l 4 noPU noMTD-~
- PU=200 no MTD{ = PU=200 no MTD-
[ « PU=200 with MT( & PU=200 with MTD
10° s i 10° el bbb
04 05 0.6 0.7 0.8 0.9 1 04 0.5 1
b-jet efficiency b-jet efficiency

> Heavy-flavor tagging improved significantly in CMS in both barrel (left) and endcap (right)

» In endcap udsg-jet rejection similar to with no pileup and no MTD
= MTD ~ removes effect of pileup

(Corresponding plots for ATLAS HGTD in backups)
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Improvements for lepton isolation: ATLAS

o lAT\LFAi“':T“'llsf“i'a"‘z’gop’é"m'”a’V+ ITk-only ] » Efficiency for electron isolation
= (s=14TeV, <p>= o : 1 . . )
O g zoee ©7 [TkeHGTD : Worst Case 7 selection as a function of pileup
C HGTD —&— |Tk+HGTD : Final | .
F _ 1 vertex density
0 9; —— |Tk+HGTD: Intermedlati
s —®— |Tk+HGTD : Initial - .
S - . X = » No HGTD (black) and HGTD with
08— o > T ) o _i_ 7777777777 — different o (t) scenarios
L —_— ! ]
0.7 — - » HGTD removes the majority of the
F T —— ] effects of pileup, recovers 15% for
0'6; E average HL-LHC vertex density
0_507‘ L ‘0[5‘ L :\L\ L \115\ L \2\ L \2.\5\ L \3\ L ‘37.5 > O'(t) < 30 ps does not he|p mUCh

Pileup density [vertices/mm]

(Plots for muon isolation for CMS MTD in backups)
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Improvements in E2: CMS

CMS Phase-2 Simulation preliminary PU 200 CMS Phase-2 Simulation preliminary  PU = 200
— L I — T al — - T T T T
> £ ‘ ! ‘ ] ' ]
D 451 no MTD - 3 2 — no MTD
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B A S £ E
s 's0f ”t y + ISATEE S LF 1
o r % FEEE e ] 54 +
250477 ; 3 S :
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g T 20 —
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Line densny (events/mm) lul n
(a) MET Resolution (b) MET Tails

15% resolution improvement (left), > 30% reduction of tails (right)
= big help for E2"-based BSM searches! (ATLAS working on E1"™ results towards TDR)
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Impact on physics program:
Examples of studies done so far



ATLAS: Impact on tH (final state with > 2 b-tagged jets)

ATLAS Simulation Preliminary
- Vs=13Tev, 3000 b
H=200, TC, EIPU=2%. 0,=70%, with HGTD

ih » Probes sign of top-Yukawa coupling
directly (left, if negative = o(tH) x10),
complementary to ttH

Events normalized to unity

1072 — H%”H a
w 15
T s
14 & e = iﬁf }2%\
o5 ‘ e 4— ‘ ‘ ‘ ’A’ lﬁ
' 05 1 15 2 25 m(mistfwjj’”gmja)‘l‘ > Sensitivity to tH increased by 11%

using HGTD

|n| for most forward light-jet shown in the 3b region » Primarily due to improved b-tagging
for tH followed by H — bb and the backgrounds
from tt and ttH production



ATLAS: Measurement of weak mixing angle

» Precision SM: Measurement of weak
mixing angle, sin’ Ow

» In Z — ee channel, forward electrons
provide sensitivity, HGTD gives gain

» Plot shows sensitivity improvement
when both electrons in HGTD
acceptance

» Inclusively, HGTD gives 11% reduction
of total experimental uncertainty
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CMS: Vertex selection for H — 7y

CMS Simulation <u> = 20

’(,T T
2 20 Reconstructed verces
T 06| T aman
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o #*
o
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CMS Projection 3000fb™" (13TeV
H—>yy
fiducial volume : — $2(80% Vertex Efficiency)
P, o) >3 (3) M, ——— S24 Calorimeter and MTD timing
Wy, ) <25 —— 52+ Calorimeter timing
150375, (v, )<10GeV  ___ sp. Notiming

[ S/(S+B)-weighted
signal models

arbitrary units

[ S N NS N

|
)

|
IS

|
)
o

110 115 120

N
)
3

| 0S=1.71Gev

P I B
125 130 135 1 11 12 13 14

m, (GeV) o, relative to S2

» Timing for vertices allows efficient photon-to-vertex association, triangulation in ¢-z space

> Restores vertex selection eff. to Run-2 level (80%), corresponding to ~30% effect on m

» Significant increase in stats-limited diff. xsec measurements

vy
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CMS: Examples for long-lived beyond-SM particles
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Phase-2 Simulation
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Long-lived neutralino (i.e. gauge-mediated SUSY breaking) decaying to G and

» Late/displaced ~ (left), increased mass reach in m2

X

> Late/displaced Z (right) - allows LLP mass measurement (if discovered)
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HGTD as a luminometer (ATLAS)

T T T
10000[— ATLAS Simulation Preliminary
[ HGTD First Layer

8000? 24<g<3.1

6000

Y,
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P77 72244472277 74 —— Linear fit
0005000005000 40
V7777 i
W * Overlaid p=1 MC events
V7
Wz 24444 e Standard MC
2000777777777
G
W A4
A A
L4777
Z 05505555505
V7 7
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o
N o
T

©0©

Meas/pred
0O Pk
cou‘:._ag‘
+
4
A
——gh-
§
i

0 50 100 150 200

Number of interactions

» Traditional luminometers relying on zero
counting will struggle at HL-LHC
(too high occupancy)

» HGTD will provide powerful luminosity
capabilities:

» High granularity = low occupancy

» Can provide bunch-by-bunch luminosity
estimates at 40 MHz

» Fast, short detector signal = handle on
“afterglow”

> Excellent nyj vs. p linearity!
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Usage of timing detectors in the trigger

Quite simple: provide a Level-0 minimum-bias trigger (ATLAS)

» Concrete plan to provide minimum-bias trigger (soft-QCD measurements, heavy-ions, van
der Meer scans) - it is replacing the MBTS

More use-cases being investigated:
» Generally: could object-level improvements be implemented in high-level trigger?

> Improve trigger-object performance?
> Save CPU with event and object cleaning
» Could timing detectors provide info to the hardware trigger?

» CMS: vertex timing info particularly powerful in combination with track trigger

» ATLAS: investigating how online luminosity () measurement can be used in trigger
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Results from test beam measurements

500 L B e B e

—4— 01= 34 ps (uncorrected)

Counts

» Comprehensive tests by ATLAS and
CMS teams, benefiting very much from 400
RD50 work!
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https://rd50.web.cern.ch/rd50/
https://arxiv.org/abs/1804.00622

Summary: ATLAS and CMS timing detectors

>

Increased vertex density at HL-LHC =
ambiguous track-to-vertex association

Spatially overlapping vertices can be resolved
in the time dimension with accurate MIP
(— vertex!) timing measurements

ATLAS: HGTD
» Two endcap disks, 2.4 < || < 4.0
» o0, = 30 ps/MIP and high rad. = LGADs

CMS: MTD
» Full barrel and endcap coverage (|n| < 3.0)!
» LYSO+SiPM (barrel) and LGADs (endcap)

Both projects added to respective Phase-ll
upgrade plan and moving towards TDRs

Significant object-level improvements:
» Pileup-jet tagging

» Lepton isolation

» Flavor tagging

b Fpmiss

= Physics sensitivity gains, e.g.

» Measurements of sin” Oy and tH
» H — 77, LLP searches

» Luminosity measurements (ATLAS)

Currently working on R&D, design,
prototyping and studies for TDRs!



Back-up
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Pileup-jet rejection: CMS

CMS Phase-2 Simulation {s=14TeV » Pileup-jet rejection as a function 7

% » Gains also seen in barrel region

+%%% » Reference uses no new timing info,
% + clear additional gain from Endcap

Timing Layer (ETL) also when
comparing to scenario with
High-Granularity Calorimeter
(HGC)

o
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» (Small difference between HGC
timing resolution model used)
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Tagging of heavy-flavor jets: ATLAS

> Light-jet rejection versus b-jet efficiency
within the HGTD acceptance —

> At 70% WP, light-jet rejection improved
by a factor of ~1.6

Particularly useful for physics with
reducible bg from mis-tagged light jets!

Light-jet rejection

Ratio to ITK

1045‘” =
F Mvi HGTD (2.4 < n| < 4.0) B
\ —— [Tk-only B
~ i |Tk+HGTD Initial 1

10° \\ ITk+HGTD.Final |
E \ i |Tk+HGTD Worst case E

102 \\\ J

10 \\ 3
F ATLAS Simulation Preliminar =
- tf simulation, jet p, > 20 GeV, n[>2.4 —

/

N RARRNRRN RZARNRN

N 22 T A

05 055 06 065 07 075 0.8 085 0.9 0.95

b-jet efficiency
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Tagging of heavy-flavor jets: ATLAS

> Light-jet rejection versus b-jet efficiency
within the HGTD acceptance —

> At 70% WP, light-jet rejection improved
by a factor of ~1.6

> At high 7 rej. improved by factor ~3

Particularly useful for physics with
reducible bg from mis-tagged light jets!

Light-jet mis-tagging efficiency
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Improvements for lepton isolation: CMS

CMS Phase-2 Simulation
o S —
%) s : 5§ r
S r  (PU >=l_’00, nl<1.5 & [ 200 PU, loose muon, p_>20 GeV, 1.5<|n|<p.8
5 0.08j Zoup, tt Qx%B*—w/oti'ming
= [
© 3 —— MTD o, = 30ps k===~ W/ 30 ps timing for p> 2 GeV
8 0.061 No MTD 0.06 [~ — w/ HGC timing (param) .
g_ -  — w/ETL timing, o, = 30ps ]
c 004 0.04{~ -
5 ] [ ]
Z 002 , I 1
e 0.02 ]
L . ]
TR TR SR TR N SN T TR T T SR S S S N T S S ]
08 0.85 0.9 095 . 1 8.8 0.85 0.9 0.95 1
Prompt efficiency Sprompt

» Muon isolation improved also in CMS in barrel (left) and more significantly in endcap (right)



Low Gain Avalanche Diode

» n-on-p planar silicon detectors

> Low internal gain (lower noise amplification)
» Good radiation hardness

>

Excellent timing resolution
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Radiation damage can be mitigated by cooling (—30°C)

Slew rate [mV/ns]

140 Cdet=2pF
120
#Gain =20
100 Gain=15
I~ +Gain =10
*Gain=5
60 Gain=1
40 \x\K
20 A ——
o
100 200 300
Thickness Imicronl
200V
£'F Enios 403
= Moan 1704
g — . 2011
100 \@‘ ~
Wi
f
- \7/
\
/
500 Y
400
500

, .
2000 0 2000 2000 5000

ol

33/41



Details about CMS barrel layer design (borrowed from J. Bendavid)

wrapping

<100 pm
\ [ SiPM
3.7-24 mm

“ LYSO:Ce || I (n-dependent)

11x11 mm tile, 4x4 mm SiPM active

area, ~ 250k channels

Pseudorapidity
02 04 06 08 1 2 1.4
SERaERRS L)

Constant thickness: 3 mm 0

Equalised thickness

©

Slant thickness / x

[}
Slant thickness (mm)

N

‘.‘I.HJ\\.. Pl T
(== E

i i i
0 50 100 150 200 25!
z (cm)

Variable thickness to maintain more

uniform material budget and
25 mm of available space within tracker signal-to-noise
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Details about CMS endcap layer design (borrowed from J. Bendavid)
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A\ /35 S
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\22 % 0B\ S
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y, ///_/[/m_; \.1\\\\\\?\,\ N
~0npppooott

Overlapping disk structure for hermetic
coverage with single LGAD layer

~ 95% coverage, limited by dead area
between pixels

48 mm

LGAD sensor
96 mm

S
P” 2101 Nyem®

LGAD sensor
n-in-p

1x3 mm LGAD channels, read out in
groups of 3 for |n| < 2.1 where

occupancy allows, 1.8 M channels at
readout level
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Effect of irradiation in test beam (ATLAS, Sep 2017 measurements)

= !—lGTD Test beam Sep 2017 — 15 = ﬁGTE Test beam Sep 2017 I 15
£ 17Un|:idlated 120v 20°C - - 0.9% £ 1,6X1;Milﬁ-— S 0.9,§
> 0| ‘I i 0.8 > L | 0.8%

0.5 - 0.5/ 1 0.7

F 0.6 F i 0.6

ob- 05 P, S, — 0.5

E 0.4 F 1 0.4

-0.5- 0.3 05 | 0.3

[ 0.2 [ | 0.2

-1+ 0.1 -1 . 0.1

:H\HH\HH\HH\HH\ 0 :H\HH\HH\HH\HH\H 0
-1 -0.5 0 0.5 1 -1 -0.5 0 0.5 1
X [mm] X [mm]

Efficiency kept high by increased bias voltage and lower operating temperature
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Effect of irradiation in test beam (ATLAS, Sep 2017 measurements)

HGTD Test beam Sep 2017 L

_ HGTD Test beam Sep 2017 R 80 _
g ’Unlrradlated 120v 20C' K= £ ’6><10“ neq/cm zsov atc
E o E
L 70 L
> L > L
. . i
0.5 60 0.5F
o 50 o
[ A [
-0.5- 0 -0.5-
. 30 .
-1 -1- X
I I I BRI I S 20 I I I R B
-1 -05 0 0.5 1 -1 -05 0 0.5

X [mm]

Timing resolution before and after irradiation
(Lower right: dead readout channel)
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ATLAS HGTD: details about read-out electronics

(Largely borrowed from Sabrina Sacerdoti’s talk at
11th Workshop on Picosecond Timing Detectors for
Physics and Medical Applications, Torino, May 17th)

(For CMS MTD details, see their public TP document)


https://cds.cern.ch/record/2318531
https://cds.cern.ch/record/2296612

HGTD: ALTIROC ASIC

Sensors of 225 pixels (1.3 x 1.3mm?) read out by an ASIC bump-bonded to the

sensor with the following requirements:

» Should keep the excellent time resolution of the LGADs, o,; < 25 ps

» Power consumption constrained by cooling power (sensors at —30 °C)

» Current status:

ALTIROCO.v1: analog single-pixel chip, ALTIROCO._v2: test bench studies are starting
Single-channel readout layout finished, post-layout simulations ongoing

Off-pixel design ongoing (e.g. phase-shifter and lumi data formatting unit)

5 x 5 pixel version (ALTIROC1) to be submitted in June

v

vyvVvy

Preamp Hit Flag

TOT Time to Digital | [ yorg pits
Vth Converter Range=5/20ng
Bin=20/40ps

TOA Time to Digital TOA7 bits

Hit buffer {<+ Triggered Hit | <.l Matched hit buffer |—~}
Selector

Converter Range=2.5n:
Bin=

ANALOG FRONT END

Lumitit Lot Column Bus
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Electronics - Luminosity

» Luminosity is linearly proportional to my;s

» Non-linearities arise from:

vV vV v VY

> pixels hit by multiple particles
» non-collision backgrounds (e.g. afterglow) = measure ny,;, in a smaller and wider time window
around the BC

W1lup Wllow W2l
—| W2up oW 40 MHz CIk
| |

| | l l | ] | Counter at

640MHz
150 01e
1.562 ns

Two time windows, W2>W1

Rising and falling edges of both windows are tunable
Transmit the sum of hits per ASIC for each BC
Only for ASICs at R > 320 mm

The sum over ASICs is computed in 64 regions and saved
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Time resolution

Contributions to the resolution of the time measurement:

2 2 2 2 2
[ Oy =0, + Otimewalk T Tiitter + Oclock ]

» 0 Landau fluctuations in the deposited charge in the sensors
> 0o = [T s o )
timewalk= g7t IRMS X | gy /qrIRMS
2 j— N trise
> Ojitter= quyat ~
> 0.0 contribution from the clock distribution < 10 ps

Additional contributions from TDC and ¢ calibration are expected to be negligible.
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