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The challenge: pileup

3 / 41



Motivation: pileup at the HL-LHC (L = 7.5× 1034 cm−2s−1)Proof of Concept, Proof of Challenge

Real-life event with HL-LHC-like pileup from special run in
2016 with individual high intensity bunches

Josh Bendavid (CERN) CMS MTD 3
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HL-LHC: Significant upgrade of LHC and injectors to
increase beam intensity
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Ultimate achievable integrated luminosity depends on choice
of peak pileup/density for leveling, given expected detector
performance
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I Beam spot RMS 45 mm

I Pileup up to 〈µ〉 = 200

⇒ 1.6 vertices/mm on average

Track-to-vertex association ambiguous when
σ(z0) & 1/ρ(vtx)
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Motivation: effects of pileup

Jet from 
pile-up

Hard-scatter jet

Hard scatterPile-up

Spurious
pile-up jet

Need to associate: tracks to vertices, tracks to objects ⇒ objects to vertices
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The solution: Exploit the time dimension of the beam spot
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The solution: Exploit the time dimension of the beam spot

I Tracks coming from
z region look like
they’re from one
vertex

I Expect up to ∼10
vertices in region
∼ z0 resolution
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I With time info, the
vertices can be
resolved!

I Time projection
(left) has bin size of
30 ps

(No crossing angle here, AU

for z-scale, animation for

illustration only!)

(NB! At v = c, 1 mm
corresponds to 3 ps

⇒ Primary gain is not

improved position from

time-of-flight, but from

knowing times of vertices
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The detectors
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Forward region most challenging
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Measure time of tracks and thereby vertices ⇒ improve track-to-vertex association!
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ATLAS: High-Granularity Timing Detector (HGTD)

The ATLAS detector
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ATLAS: High-Granularity Timing Detector (HGTD)

HGTD will provide timing measurements for charged particles in 2.4 < η < 4.0.
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ATLAS: High-Granularity Timing Detector (HGTD)

I Two endcap disks at z = ±3.5 m (where
Minimum-Bias Trigger Scintillators are now)

I 6.3 m2 active area: 120 mm < R < 640 mm
⇒ 2.4 < |η| < 4.0

I Radiation: 3.7× 1015 neq/cm2 fluence,
4.1 MGy TID (incl. safety of 1.5 resp 2.25)

I Si-based Low Gain Avalanche Diode
technology ⇒ σt = 30 ps/track

I Sensors on both sides of two cooling plates
with varying overlap ⇒
I 〈nhits〉 = 3 for R < 320 mm

I 〈nhits〉 = 2 for R > 320 mm

I Requirement of occupancy < 10%
⇒ 1.3 mm × 1.3 mm pixels
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CMS: MIP Timing Detector (MTD)

Additional Timing Capabilities

Calorimeter upgrades can already
provide precision timing for high
energy photons in the central
region, moderate energy photons,
and higher energy hadrons in the
forward region

Additional capabilities: MIP
timing to cover large fraction of
charged particles in the event

Targeting �t = 30 ps

Extension to Phase-II Upgrade:
MIP timing layer

Concept for central region: Thin
LYSO + SiPM layer built into
tracker barrel support tube (in
between tracker and ECal Barrel)

! precision timing for charged

particles and converted photons

Concept for forward region (more

stringent radiation hardness

requirements): LGAD (Silicon

with Gain), single layer between

tracker and HGCal (on HGCal

nose)

Josh Bendavid (CERN) CMS MTD 11
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CMS: MIP Timing Detector (MTD)
Barrel:

I LYSO crystal + silicon photo-multiplier

I Timing layer built into barrel tracker support
tube (between tracker and ECal Barrel)

I Less radiation in barrel region

I Stringent installation schedule requirements
⇒ use mature, production-ready technology

Endcap:

I Low Gain Avalanche Detector technology
(like ATLAS)

I Single layer between tracker and calorimeter
(on HGCal “nose”)

I Higher radiation dose

I Later installation date ⇒ time for more R&D

Technology Choice Drivers

Barrel Endcap
LYSO+SiPM LGAD

Coverage |⌘| < 1.5 1.5 < |⌘| < 3.0
Surface Area ⇠ 40 m2 ⇠ 12 m2

Power Budget ⇠0.5 kW/m2 ⇠1.8 kW/m2

Radiation Dose  2e14 neq/cm2  2e15 neq/cm2

Installation Date 2022 2024

Barrel (LYSO+SiPM):
LYSO is bright (⇠4500
p.e./MIP) and fast (60 ps
rise time, 40 ns decay)
Larger surface area
Lower radiation dose
Earlier installation date

Mature technology

(commercial availability for

TOF-PET applications)

Endcap (LGAD):
LGAD operated with gain of
O(10) for su�cient S/N
Smaller surface area
Higher radiation dose

Later installation date

(some additional time for

R&D)

Josh Bendavid (CERN) CMS MTD 12

(LYSO = Lutetium-yttrium oxyorthosilicate)
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Impact on performance of

physics object reconstruction
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Pileup-jet rejection: ATLAS

Efficiency for hard-scatter jets
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with different σ(t)

(Corresponding plots for
CMS MTD in backups)
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Pileup-jet rejection: ATLAS
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Tagging of heavy-flavor jets: CMS

Object-Level Performance: b-tagging

b-tagging also improved in both barrel and endcap with
additional cleaning of pileup tracks for secondary vertex
reconstruction and discriminators

Josh Bendavid (CERN) CMS MTD 29

I Heavy-flavor tagging improved significantly in CMS in both barrel (left) and endcap (right)

I In endcap udsg-jet rejection similar to with no pileup and no MTD
⇒ MTD ∼ removes effect of pileup

(Corresponding plots for ATLAS HGTD in backups)
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Improvements for lepton isolation: ATLAS
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0 0.5 1 1.5 2 2.5 3 3.5

)
is

o

T
 (

p
∈

0.5

0.6

0.7

0.8

0.9

1

1.1
ITk-only

ITk+HGTD : Worst Case 

ITk+HGTD : Final

ITk+HGTD : Intermediate 

ITk+HGTD : Initial

ATLAS Full Simulation Preliminary
> = 200µ=14 TeV, <s

-e+e→Z
HGTD

I Efficiency for electron isolation
selection as a function of pileup
vertex density
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I HGTD removes the majority of the
effects of pileup, recovers 15% for
average HL-LHC vertex density

I σ(t) < 30 ps does not help much

(Plots for muon isolation for CMS MTD in backups)
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Improvements in Emiss
T : CMS

MET Performance
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15% improvement in MET resolution, > 30% reduction in
tails (reducible background for BSM searches)

Josh Bendavid (CERN) CMS MTD 30

15% resolution improvement (left), > 30% reduction of tails (right)

⇒ big help for Emiss
T -based BSM searches! (ATLAS working on Emiss

T results towards TDR)
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Impact on physics program:

Examples of studies done so far
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ATLAS: Impact on tH (final state with ≥ 2 b-tagged jets)
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I Probes sign of top-Yukawa coupling
directly (left, if negative ⇒ σ(tH) x10),
complementary to tt̄H

I Sensitivity to tH increased by 11%
using HGTD

I Primarily due to improved b-tagging
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ATLAS: Measurement of weak mixing angle

I Precision SM: Measurement of weak
mixing angle, sin2 θW

I In Z → ee channel, forward electrons
provide sensitivity, HGTD gives gain

I Plot shows sensitivity improvement
when both electrons in HGTD
acceptance

I Inclusively, HGTD gives 11% reduction
of total experimental uncertainty
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CMS: Vertex selection for H → γγ
Primary Vertex Identification in H ! ��

E�ciently identifying the primary vertex for the full set of H ! ��
kinematic configurations requires timing for both the photons and the
primary vertex

Restores Run 2 vertex selection e�ciency (⇠ 80%), corresponding to a
30% e↵ect on diphoton mass resolution

⇠ 30% increase in e↵ective integrated luminosity for stat. limited
di↵erential cross sections

Additional potential gain from charged isolation of photons

Josh Bendavid (CERN) CMS MTD 37

I Timing for vertices allows efficient photon-to-vertex association, triangulation in t-z space

I Restores vertex selection eff. to Run-2 level (80%), corresponding to ∼30% effect on mγγ

I Significant increase in stats-limited diff. xsec measurements
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CMS: Examples for long-lived beyond-SM particles

mass interval that contains 68% of events with 3s displacement, is shown in Fig. 3.16 (right), as
a function of the MTD resolution.

The two examples described above have an electron–positron pair as the visible part of the
LLP decay. The corresponding e± pseudorapidity distribution is shown in the central panels
of Figs. 3.14 and 3.16. Most of the events have electrons in the central region, with |h| < 1.5,
which emphasizes the need for the barrel portion of the MTD in the reconstruction of these
signatures.

A third such signature has been considered as well. In the GMSB benchmark scenario [85] used
as the reference in this search, the lightest neutralino (ec0

1) is the next–to–lightest supersymmet-
ric particle, can be long–lived and decays to a photon and a gravitino (eG), which is the LSP.
Figure 3.17 (left) shows a diagram of a possible gluino pair-production process that results in a
diphoton final state.

Figure 3.17: Left: Diagrams for a SUSY process that results in a diphoton final state through
gluino production at the LHC. Right: Sensitivity to GMSB ec0

1 ! eG + g signals expressed in
terms of neutralino lifetimes for 300, 180 and 30 ps resolution, corresponding to the current
detector, the Phase-2 detector with photon timing without MTD and with MTD, respectively.

For a long–lived neutralino, the photon from the ec0
1 ! eG + g decay is produced at the ec0

1
decay vertex, at some distance from the beam line, and reaches the detector at a later time than
the prompt, relativistic particles produced at the interaction point. The time of arrival of the
photon at the detector can be used to discriminate the signal from the background.

The time of flight of the photon inside the detector is the sum of the time of flight of the neu-
tralino before its decay and the time of flight of the photon itself, until it reaches the detector.
Since the neutralino is a massive particle the latter is clearly negligible with respect to the for-
mer. In order to be sensitive to short neutralino lifetimes of order 1 cm, the performance of the
measurement of the photon time of flight is a crucial ingredient of the analysis. Therefore, the
excellent resolution of the MTD apparatus can be exploited to determine with high accuracy
the time of flight of the neutralino, and similarly the photon, also in case of a short lifetime.

An analysis has been performed at generator level in order to evaluate the sensitivity power of a
search for displaced photons at CMS in the scenario where a 30 ps timing resolution is available
from the MTD. The events were generated with Pythia8, exploring neutralino lifetimes (ct)
explored in the range 0.1–300 cm. The values of the L scale parameter were considered in the
range 100–500 TeV, which is relevant for this model to be consistent with the observation of
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Figure 3.14: Diagram for top-squark pair production and decay (left), h distribution for elec-
trons from the secondary vertex (center), and distribution of the mass of ec0

1 (right) reconstructed
from the final state kinematics for decays with M(et) = 1000 GeV and M(ec0

1) = 700 GeV. The
mass distributions are shown for various values of the ct of the ec0

1.

The events were generated with Pythia8 [82]. The masses of the top-squark and neutralino
were set to 1000 GeV and 700 GeV, respectively. Generator–level quantities were smeared ac-
cording to the expected experimental resolutions. A position resolution of 12 µm in each of
the three spatial directions was assumed for the primary vertex [7]. The secondary vertex po-
sition for the e+e� pair was reconstructed assuming 30 µm track resolution in the transverse
direction. The momentum resolution for electrons was assumed to be 2%. And finally, the time
resolution of charged tracks at the displaced vertex were assumed to be 30 ps.

The mass of the LLP was reconstructed from the final state kinematics and the time meaure-
ments as explained above, assuming that the gravitino is massless. The right panel of Fig. 3.14
shows the distribution of the reconstructed mass of the neutralino for various ct values of the
LLP. The fraction of events with separation between primary and secondary vertices exceeding
3s in both space and time as a function of the MTD resolution is shown in Fig. 3.15 (left). The
mass resolution, defined as half of the shortest mass interval that contains 68% of events with
3s displacement is shown in Fig. 3.15 (right), as a function of the MTD resolution.

The second example is a SUSY scenario where the two lightest neutralinos and light chargino
are higgsino–like. The light charginos and neutralinos are nearly mass degenerate [83] and
may become long-lived as a consequence of the heavy higgsinos [84]. Neutralino-chargino
ec0

2 ec±
1 pairs in proton-proton collisions at

p
s = 14 TeV were generated with Pythia8. The ec0

2
and ec±

1 were forced to decay into the ec0
1 (LSP) and a virtual Z? boson or a W?, respectively.

The masses of the ec0
2 and ec±

1 were set to 400 GeV. The mass of the ec0
1 was set to 390 GeV. The

virtual Z? was forced to decay into an e+e� pair. The generator–level quantities were smeared
according to the expected experimental resolutions as described above.

In the limit where the light charginos and neutralinos are degenerate in mass (DM = M(ec0
2) �

M(ec0
1) ' 0), the energy of the e+e� (visible) system in the LLP rest frame provides a direct

measurement of the mass splitting. The left panel of Fig. 3.16 shows the distribution of recon-
structed DM for various ct values of the LLP.

The fraction of events with separation between the primary and secondary vertices exceeding
3s in both space and time, as a function of the MTD resolution for this decay, is very similar to
the one from the example discussed above. The mass resolution, defined as a half of the shortest

65

Long-lived neutralino (i.e. gauge-mediated SUSY breaking) decaying to G̃ and

I Late/displaced γ (left), increased mass reach in m0
χ̃

I Late/displaced Z (right) - allows LLP mass measurement (if discovered)
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HGTD as a luminometer (ATLAS)
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I Traditional luminometers relying on zero
counting will struggle at HL-LHC
(too high occupancy)

I HGTD will provide powerful luminosity
capabilities:

I High granularity ⇒ low occupancy

I Can provide bunch-by-bunch luminosity
estimates at 40 MHz

I Fast, short detector signal ⇒ handle on
“afterglow”

I Excellent nhits vs. µ linearity!
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Usage of timing detectors in the trigger

Quite simple: provide a Level-0 minimum-bias trigger (ATLAS)

I Concrete plan to provide minimum-bias trigger (soft-QCD measurements, heavy-ions, van
der Meer scans) - it is replacing the MBTS

More use-cases being investigated:

I Generally: could object-level improvements be implemented in high-level trigger?

I Improve trigger-object performance?

I Save CPU with event and object cleaning

I Could timing detectors provide info to the hardware trigger?

I CMS: vertex timing info particularly powerful in combination with track trigger

I ATLAS: investigating how online luminosity (µ) measurement can be used in trigger
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Results from test beam measurements

I Comprehensive tests by ATLAS and
CMS teams, benefiting very much from
RD50 work!

I HGTD test beam paper (1804.00622)

BTL Test Beam Results

Su�cient performance achieved at single sensor level with near-final
aspect ratio

Timestamp from constant threshold discriminator requires

amplitude-dependent time-walk correction ! need to read out pulse

amplitude together with timestamp

Josh Bendavid (CERN) CMS MTD 14

BTL Test Beam Results

Su�cient performance achieved at single sensor level with near-final
aspect ratio

Timestamp from constant threshold discriminator requires

amplitude-dependent time-walk correction ! need to read out pulse

amplitude together with timestamp

Josh Bendavid (CERN) CMS MTD 14
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HGTD Test beam Sep. 2017 LGAD Test Beam Results

30 ps resolution
achievable with existing
sensors up to 1e15
neq/cm2

<40 ps resolution across
whole detector up to 2e15

Ongoing R& D (doping,

sensor thickness) to

further improve radiation

hardness and fill factor

Josh Bendavid (CERN) CMS MTD 20
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Summary: ATLAS and CMS timing detectors

I Increased vertex density at HL-LHC ⇒
ambiguous track-to-vertex association

I Spatially overlapping vertices can be resolved
in the time dimension with accurate MIP
(→ vertex!) timing measurements

I ATLAS: HGTD
I Two endcap disks, 2.4 < |η| < 4.0

I σt = 30 ps/MIP and high rad. ⇒ LGADs

I CMS: MTD
I Full barrel and endcap coverage (|η| < 3.0)!

I LYSO+SiPM (barrel) and LGADs (endcap)

I Both projects added to respective Phase-II
upgrade plan and moving towards TDRs

Significant object-level improvements:

I Pileup-jet tagging

I Lepton isolation

I Flavor tagging

I Emiss
T

⇒ Physics sensitivity gains, e.g.

I Measurements of sin2 θW and tH

I H → γγ, LLP searches

I Luminosity measurements (ATLAS)

Currently working on R&D, design,
prototyping and studies for TDRs!
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Back-up
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Pileup-jet rejection: CMS

Object-Level Performance: Pileup Jet Suppression
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30-40% reduction in
pileup jet rate from
precision timing of
charged particles

Significant gain of full
ETL acceptance on
top of expected
HGCal timing for
charged particles
(both HGCal
parametrisations are
equivalent)

Additional

complementary gains

from neutral timing in

HGCal to be studied

for TDR

Josh Bendavid (CERN) CMS MTD 28

I Pileup-jet rejection as a function η

I Gains also seen in barrel region

I Reference uses no new timing info,
clear additional gain from Endcap
Timing Layer (ETL) also when
comparing to scenario with
High-Granularity Calorimeter
(HGC)

I (Small difference between HGC
timing resolution model used)
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Tagging of heavy-flavor jets: ATLAS

I Light-jet rejection versus b-jet efficiency
within the HGTD acceptance →

I At 70% WP, light-jet rejection improved
by a factor of ∼1.6

I At high η rej. improved by factor ∼3

Particularly useful for physics with
reducible bg from mis-tagged light jets!
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Tagging of heavy-flavor jets: ATLAS

I Light-jet rejection versus b-jet efficiency
within the HGTD acceptance →

I At 70% WP, light-jet rejection improved
by a factor of ∼1.6

I At high η rej. improved by factor ∼3

Particularly useful for physics with
reducible bg from mis-tagged light jets!
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Improvements for lepton isolation: CMSObject-Level Performance: Muon Isolation

(a) Barrel (b) Endcap

Precision timing significantly improves charged lepton isolation in both
barrel and endcap
Full acceptance of ETL provides benefit on top of expected HGCal timing
for charged particles (both HGCal parametrisations are equivalent for
relevant working points)

HGCal performance estimates assume that primary vertex time is known

(HGCal cannot provide precision timing for muons)

Josh Bendavid (CERN) CMS MTD 27

I Muon isolation improved also in CMS in barrel (left) and more significantly in endcap (right)
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Low Gain Avalanche Diode
I n-on-p planar silicon detectors

I Low internal gain (lower noise amplification)

I Good radiation hardness

I Excellent timing resolution

I Gain is independent of the thickness

I Thinner pads/larger gain give smaller rise times

I 50 µm is baseline and 35 µm under study

I Radiation damage can be mitigated by cooling (−30 ◦C)
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Details about CMS barrel layer design (borrowed from J. Bendavid)Barrel Layout

11x11 mm tile, 4x4 mm SiPM active

area, ⇠ 250k channels

25 mm of available space within tracker

support tube

Variable thickness to maintain more

uniform material budget and

signal-to-noise

Josh Bendavid (CERN) CMS MTD 13
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Details about CMS endcap layer design (borrowed from J. Bendavid)
Endcap Timing Layer (ETL)

Overlapping disk structure for hermetic

coverage with single LGAD layer

⇠ 95% coverage, limited by dead area

between pixels

1x3 mm LGAD channels, read out in

groups of 3 for |⌘| < 2.1 where

occupancy allows, 1.8 M channels at

readout level

Josh Bendavid (CERN) CMS MTD 19
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Effect of irradiation in test beam (ATLAS, Sep 2017 measurements)
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Efficiency kept high by increased bias voltage and lower operating temperature
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Effect of irradiation in test beam (ATLAS, Sep 2017 measurements)
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Timing resolution before and after irradiation
(Lower right: dead readout channel)
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ATLAS HGTD: details about read-out electronics

(Largely borrowed from Sabrina Sacerdoti’s talk at

11th Workshop on Picosecond Timing Detectors for

Physics and Medical Applications, Torino, May 17th)

(For CMS MTD details, see their public TP document)
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HGTD: ALTIROC ASIC

Sensors of 225 pixels (1.3× 1.3 mm2) read out by an ASIC bump-bonded to the
sensor with the following requirements:

I Should keep the excellent time resolution of the LGADs, σel < 25 ps
I Power consumption constrained by cooling power (sensors at −30 ◦C)
I Current status:

I ALTIROC0 v1: analog single-pixel chip, ALTIROC0 v2: test bench studies are starting
I Single-channel readout layout finished, post-layout simulations ongoing
I Off-pixel design ongoing (e.g. phase-shifter and lumi data formatting unit)
I 5× 5 pixel version (ALTIROC1) to be submitted in June
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Electronics - Luminosity
I Luminosity is linearly proportional to nhits

I Non-linearities arise from:

I pixels hit by multiple particles
I non-collision backgrounds (e.g. afterglow) ⇒ measure nhits in a smaller and wider time window

around the BC

015
1.562 ns

Counter at 
640MHz

0-15

40 MHz Clk
W1up W1low

W2up W2low

I Two time windows, W2>W1

I Rising and falling edges of both windows are tunable

I Transmit the sum of hits per ASIC for each BC

I Only for ASICs at R > 320 mm

I The sum over ASICs is computed in 64 regions and saved
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Time resolution

Contributions to the resolution of the time measurement:

σ2
t = σ2

L + σ2
timewalk + σ2

jitter + σ2
clock

I σL Landau fluctuations in the deposited charge in the sensors

I σ2
timewalk= [ Vth

S/trise
]RMS ∝ [ N

dV/dt ]RMS

I σ2
jitter=

N
dV/dt ∼

trise
S/N

I σ2
clock contribution from the clock distribution < 10 ps

Additional contributions from TDC and t0 calibration are expected to be negligible.

41 / 41


	The challenge: pileup at the HL-LHC
	The MIP timing detectors in ATLAS and CMS
	ATLAS: High-Granularity Timing Detector
	CMS: MIP Timing Detector

	Impact on performance for physics objects
	Pileup-jet rejection
	Heavy-flavor tagging
	Lepton isolation
	ETmiss 

	Impact on physics program
	ATLAS examples
	CMS examples

	Additional usage for the timing detectors
	HGTD as luminometer
	Timing detector usage in the trigger

	Summary
	Electronics


	anm0: 
	0.53: 
	0.52: 
	0.51: 
	0.50: 
	0.49: 
	0.48: 
	0.47: 
	0.46: 
	0.45: 
	0.44: 
	0.43: 
	0.42: 
	0.41: 
	0.40: 
	0.39: 
	0.38: 
	0.37: 
	0.36: 
	0.35: 
	0.34: 
	0.33: 
	0.32: 
	0.31: 
	0.30: 
	0.29: 
	0.28: 
	0.27: 
	0.26: 
	0.25: 
	0.24: 
	0.23: 
	0.22: 
	0.21: 
	0.20: 
	0.19: 
	0.18: 
	0.17: 
	0.16: 
	0.15: 
	0.14: 
	0.13: 
	0.12: 
	0.11: 
	0.10: 
	0.9: 
	0.8: 
	0.7: 
	0.6: 
	0.5: 
	0.4: 
	0.3: 
	0.2: 
	0.1: 
	0.0: 


