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What we have done

| mpirun

https://github.com/thongonary/mpi_opt

@ Baysian optimization

: run a given configuration with
BB MultiGPU using MPI interface
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What we are working on
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@ Baysian optimization
: assign skopt to 1 coordinator and 9 y
BB workers in multiple processing blocks
Coordinator Processing Block
(process 0) (all others
while True: while True:
SRl () mEit ()
ask () _ :
#make model config Seni%fIManager > train
assign ()

#send to communicator

#send to block




