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Challenges ahead

Having issues with Tensorflow backend interaction with MPI training
It hangs when initializing the model to be trained
GPU memory allocation with Tensorflow still needs to be configured.

Profiling with nvprof / other tool(s) TBD.




