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AliRoot responsiblilities

Core offline team

 Maintenance of AliRoot framework,
including analysis

« (Choice of versions of external software
dependencies (ROOT, Grid)

 Building, non-regression tests,
validation and distribution



AliIRoot responsibilities (2)

» Detector groups

* Develop, test and maintain the modules
* Physics working groups

* Develop, test and maintain the analysis

packages
» Choice and tuning of MC event

generators



AliRoot release policy

Release is announced months prior to

branching

« Twice per year

« Tagis done 15 days (delay to fix all bugs)
after branching

Postpone the functionality, not the tag
After the branch accept only bug fixes in
the release

The branch is always backward

compatible
 Strictly enforced :



AliRoot release policy (2)

« Two distinct versions every week
 From the version (Rev-x) validated
and tested for MC simulation, RAW
reconstruction
* From the (Rev-x-AN): validated (lighter
policy) and tested for analysis

« Latest release: v4-17-Release, July 2009
* Prepared for the start of cosmics and
calibration data taking
* This is the release for first LHC physics
« Latest revision of this release v4-1/7-Rev-15
(yesterday)




Problem tracking procedures

» All iIssues and bugs are tracked In

AliRoot Savannah

« (Categorized by release, dependencies,
modules, compilers, priority

* |ssue must be resolved to be closed

* Blocker issues can (reverts)

O AliRoot - Bugs: Browse Items

Group Main = Ho

115 matching items - Items 1 to 50

EMCAL (
ACORDE crash
( [




Problem tracking procedures (2)

» Weekly status review (Monday)
» Organized by core Oftline
» Discussion of progress on open items
* Review of updates to the release
« Participation from all detector and
physics groups, especially those
concerned by the updates
* Following the review, the new revision
IS prepared, build, non-regression
tested and published



Mechanics and dependencies

 AliRoot code versioning — SVN

* Dependent code for builds
« ROOT SVN
* AliEn CVS
 AliRoot is build against stable

versions of ROOT, MC, AliEn

AliRoot Releases for ia64-unknown-linux-gnu

Date Diescription Status Built on Build time Build #
Current CVS head p Tue Nov 10 01:40:52 2009 10:53:44

v4-18-09-AN  11/11/2009 11/11/2009 Thu Nov 12 19:03:21 2009 10:24:49




Build systems and OS support matrix

Code portability - built and validate on as
many platforms and compiler versions as

possible

« Latest adopted set of build and test on
Ubuntu with gcc-4.4.1

« Natural emphasis on Grid-predominant
platforms

AliRoot BITS Global View

i686 | x86_64 | Itanium | IntelMac | IntelMac64 | SLC5_i686 | SLC5 _x86_64 | UBUNTU_x86 64 |
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Validation and distribution

« The build is followed by a set of

automatic tests

« MC generation benchmarking: p+p, Pb+Pb,
followed by simple analysis

 RAW reconstruction (selected run)

* Memory profiling

Simulation PbPb

End Duration  State 0s Arch Release CPU time Wall time Total memory RSS memory

e 2 d [ ; ] ;4 P [l
Successful |w| | - All- |_:| -All- [ﬂ vi-17-Rev-14 ||

M20091352 1011.200919:32  5:40 O Lin a2 e
(120091834 09.11.200920:09 135

3.11.200918:08  09.11.2009 20:01 152




Validation and distribution (2)

 After the test, the build is published
on the Grid

« With its dependent software (ROQT, ...)

« Automatically distributed on all Grid
sites

twvwd-16-Rewv-10

twd-16-Rewv-11

iRoot v4-16-Rew-12

t vd-16-Rewv-13
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Summary

- The AliRoot release policy has been
elaborated and refined over the past 10
years

* First AliRoot Release-3-02 , June1999
« Controlled inclusion of new functionality
(or rejection thereof) through major
revisions twice a year assures continuous
code stabillity



Summary (2)

- Special emphasis is given to code
portability through validation on multiple
platforms and compilers

» Automatic build, test and distribution
systems are used throughout to minimize
human errors

» Coherent tracking and weekly reviews
with detectors and physics groups of all
important issues assures the code
readiness for LHC startup



