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Specific vs Generic Models

◊ Specific (fundamental) model 

◊ paradigm: first model, then data

◊ assume some specific dependency a priori (e.g. a Nature low)

◊ “fit parabola to data”

◊ number of degrees of freedom corresponds to the problem

◊ smaller dimensions 

◊ faster and more stable converging

◊ extrapolatable beyond the train area

◊ interpretable representation

◊ can not accommodate difference between parametric model and 

actual data 
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Specific vs Generic Models

◊ Generic model (paradigm: first data, then model)

◊ assumes nothing about dependency a priori

◊ “find reasonable representation for data”

◊ model ≡ data

◊ universal - can accommodate most actual data 

◊ significantly over-defined problem

◊ special regularisations are needed 

◊ less stable converging

◊ significant computing resources needed

◊ many speed up tricks are developed

◊ extrapolation can not be trusted at all

◊ hard to interpret

◊ Machine Learning is all about Generic Models
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ML Basic Concept
◊ Machine Learning is a technical way to build generic model 

for the given dataset

◊ inputs, outputs or goals may be very different though

◊ classification

◊ pattern recognition

◊ text, speech, vision, etc.

◊ new object generation

◊ action control

◊ games, driving, etc.

◊ …

◊ Key requirement: there is a way to effectively train the 

model
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Generic Model: Decision Trees
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Deep DT

Shallow Boosted DT

depth=2,4,6 DT

100× depth=3 BDT
http://arogozhnikov.github.io/2016/06/24/gradient_boosting_explained.html
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Generic Models: Artificial Neural Networks
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https://towardsdatascience.com/the-mostly-complete-chart-of-neural-networks-explained-3fb6f2367464
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BDT vs NN

◊ Both have similar performance

◊ as after meaningful training both represent the dataset 

properties

◊ actual winner depends on data specifics

◊ NN are more flexible for building models beyond 

classification problems

◊ special architecture (connections)

◊ special additions to loss training function
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Types of Learning
◊ There is well labelled data

◊ we want to learn how to produce labels for more data like this

◊ automation of routine

◊ supervised learning

◊ There is labelled data, and unlabelled data which are assumed to be 

similar

◊ we want to derive labels 

◊ propagation of knowledge

◊ supervised learning

◊ There is unlabelled data with some properties

◊ we want to infer some properties of this data

◊ inferring new knowledge 

◊ unsupervised learning
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(Automation of) Data Quality Monitoring
◊ Data quality monitoring is boring and time 

consuming work

◊ Extremely important to guarantee solid 

physics results

◊ Different properties of high level physics 

objects are analysed

◊ photons, muons, calorimeter jets, combined 

(particle flow) jets

◊ kinematics, vertices distribution

◊ ∼2500 features in total 

◊ Build classifier to decide if data are good or 

bad
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black zone grey zone white zone

0 1Cut “bad” Cut “good”

expert
decision

automatic
decision

ManualWork = RejectionRate

Caveat: how good the expert is?
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◊ Most common use case for HEP data analysis (MVA)

◊ Train on MC or MC&DATA mixture

◊ apply to data

◊ Need to account for (minor) difference between MC and data

◊ different approaches: data doping, domain adaptation etc.

◊ either approach requires control sample to test the difference

◊ no ML tools to propagate difference in samples into systematics in classifier

Propagation of Knowledge
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Caveat: how to determine systematics due to sample difference?
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Unsupervised Learning: Dimensionality 

Reduction

◊ Reduce 28x28=784D space to 2D

◊ t-SNE algorithm effectively separates classes
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Generative Models

◊ Learn properties of the given dataset

◊ determine domain where objects of the dataset are concentrated

◊ probability distributions in the domain

◊ Then can generate random new but similar                          

objects 

◊ Unconditional

◊ domain for all objects (e.g. “cat on the image”) 

◊ Conditional

◊ objects are accompanied by features

◊ different domains for different conditions (e.g. “red cat”)
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Baseline Generator

14

unconditional conditional
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Calorimeter Shower Simulation for LHC
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Conditional Generative Model in 5D
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Performance in 1D (Energy)

17

mailto:Fedor.Ratnikov@cern.ch?subject=


Fedor.Ratnikov@cern.ch ML: Industry to Science

Generative Models in Cosmology
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Rodríguez et al, 

arXiv:1801.09070
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Reinforced Learning
◊ We need to find some actions which push system in right 

direction

◊ Finding a optimal solution by probe-and-fail approach

◊ probe points are chosen to optimise search speed

◊ Two extreme cases

◊ getting system response to probe action is computationally cheap

◊ classic RL

◊ e.g. dynamic system control

◊ calculation of one response is computationally heavy 

◊ e.g. optimising detector configuration

◊ minimising number of probes 

◊ Gaussian Processes etc.
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RL Basics

◊ Computer can run “groundhog 

day” many times at high rate

◊ learn right strategy
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◊ … and eventually learn the best 

action

◊ e.g. to play Go or drive 

cars…
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RL and NN

◊ NN is just a convenient approach to represent a 

dependency 

◊ with well established mechanisms for training
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Surrogate Models
◊ Another extreme: 

◊ want to evaluate function within some 

multi-dimensional phase space

◊ evaluation in a point is computationally 

expensive

◊ need to dynamically optimise 

measurement points to provide the 

best sensitivity

◊ Typical Bayesian approach: 

Gaussian Processes

◊ Typical use case: detector 

optimisation

◊ every measurement requires a set of 

MC (Geant) simulation

◊ may take days
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Finding Optimum
◊ Another extreme: 

◊ want to evaluate function within some 

multi-dimensional phase space

◊ evaluation in a point is computationally 

expensive

◊ need to dynamically optimise 

measurement points to provide the 

best sensitivity

◊ Typical Bayesian approach: 

Gaussian Processes

◊ Typical use case: detector 

optimisation

◊ every measurement requires a set of 

MC (Geant) simulation

◊ may take days
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Success Stories: LHCb Trigger 

◊ Aggressively re-optimised topological trigger for Run II 

operation

◊ Gain 10%..70% efficiency for different channels!
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SS: MicroBooNE Neutrino Selection

◊ CNN effectively predicts bounding box containing 

interacting neutrino
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Nature, 560, 41-48 (2018)
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SS: NOvA Event Selection

◊ Classification of different types of different neutrino 

interactions
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Nature, 560, 41-48 (2018)
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Domain Relevant for Science
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Big Data Big Players
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Business emails

3000 PB

Facebook

180 PB

GOOGLE search index

100 PB

Medical 

records

30 PB

LHC 

data

15 PB

YouTub

e

15 PB

адаптировано из http://www.wired.com/2013/04/bigdata/

data collected in 2012
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Luke De Oliveira, 2018
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Learning Curve

◊ ML is mostly empirical science now

◊ there are different approaches and tricks that proved to work

◊ … for some particular problems and cases 

◊ the success is driven by finding right combination of

◊ architecture

◊ data for training

◊ loss function

◊ training procedure

◊ Hands on experience of solving different problems is vital 

to find right combination and solve complex problems
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Approaches to Accommodate Expertise

◊ Inside out

◊ By including ML techniques into research stack

◊ quality of results is boosted by using state of the art data processing 

technology

◊ young people learn skills that are

◊ beneficial for scientific research

◊ highly valued on the labor market

◊ Outside in

◊ There are plenty of romantic ML experts that happily contribute into 

fundamental study of the Universe

◊ there are different approaches to such cooperation

◊ more in A.U. presentation
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TMVA as a ML Wrapper for Particle Physics

◊ Hands-on experience with TMVA is hard to sell to industry

◊ like is hard to sell RooStats - R and/or Matlab are valued

◊ Mainstreams are Scikit-learn, Keras, TensorFlow, 

PyTorch… 

Strongly encourage to avoid domain specific wrappers

◊ avoid marginalising of the expertise for young people in the field 
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Summary

◊ Machine Learning technologies proved to be applicable to 

broad range of different tasks in modern society

◊ In science as well 

◊ Imported experience and expertise can significantly boost 

modern researches

◊ Many software and hardware solutions are developed 

◊ re-use, not re-invent

◊ Hands-on ML expertise is attractive for young researchers, 

and is highly valuable both inside and beyond the academy 
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