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« particle physicists from
University of Hamburg and
DESY (Hamburg), Germany

« members of CMS
Collaboration
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https://www.helmholtz.de/en/about_us/helmholtz_centers/centers_a_z/zentrum/detailansicht/deutsches-
elektronen-synchrotron-desy-1/

DESY. | Deep Learning with Keras | +II, 14/05/2019 2



Machine Learning

detection of diseases [1] galaxy classification [2] particle identification [3]
Vs=13 TeV, Phase 1

Melanoma: 111 dermoscopy images > PRI :
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« and many more
(speech recognition,
social networks ...)
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Organization

(alternating, schedul

* Deep Learning with Keras |
- starting from scratch
- fully connected neural networks
- supervised machine learning

pre-process

dense layer

~quark jet
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gluon jet

dddooooon

max-pooling
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Deep learning in color: towards automated quark/gluon jet discrimination,
JHEP 01 (2017) 110, arXiv:1612.01551

e in back-up)
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specific example from particle physics
(not restricted to particle physicists)

we assume that you know the basics
from our first part

convolutional neural networks
challenge

note: there is another advanced lab on

Deep Learning by Lara Lloret Iglesias



https://arxiv.org/abs/1612.01551

Introduction to deep learning for beginners

Deep Learning with Keras |

» learn basic concepts of machine learning: loss function, activation function, optimizer,
batch, epoch, training, validation & test dataset, overtraining

multi-class classification:

. https://github.com/zalandoresearch/fashion-mnist
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Pullover Sandal
https://en.wikipedia.org/wiki/Regression_analysis
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regression:
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binary classification:

human accuracy is about 83.5%
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Machine learning approaches to top-quark tagging

Standard Model of Elementary Particles

three generations of matter

interactions / force carriers

(fermions) (bosons)
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https://en.wikipedia.org/wiki/Standard_Model
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key particle to search for new
physics and for precision measurements

* heaviest known elementary particle
(m=172.5 GeV)

« very short lifetime (10-25 s)
— only decay products detectable

» study hadronically decaying top quarks:

Top quark ﬁ
/

W boson ﬁ
N
v & @

Up quark B quark

https://www.particlezoo.net

Down quark



Machine learning approaches to top-quark tagging

« Large Hadron Collider (LHC)

, ‘ e » pp collider at CERN
i H « 27 km circumference

» centre-of-mass energy: 13 TeV

https://home.cern/news/news/cern/25-years-large-hadron-collider-

experimental-programme http://cds.cern.ch/record/2205172
T
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Key:

Muon

Electron

Charged Hadron (e.g. Pion)

— — — - Neutral Hadron (e.g. Neutron)
""" Photon

Compact Muon Solenoid (CMS)

silicon tracker, ECAL, HCAL, \\
solenoid, muon system (@i

reconstructs four-momenta of all
visible final-state particles

Electromagnetic
)\1 )' Calorimeter

Transverse slice
through CMS

DESY. | Deep Learning with Keras | +II, 14/05/2019 7



Machine learning approaches to top-quark tagging

Deep Learning with Keras I

signal event (rare): background event (frequent):
Top quarkg QCD Jet
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in the detector:
10000 image
average

Jet images
from C. Daza




Machine learning approaches to top-quark tagging
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signal event (rare):

Top quark &
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Down quark  Up quark B quark

in the detector: | .
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background event (frequent):
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Use ML to distinguish signal from background events! |



Machine learning approaches to top-quark tagging

Deep Learning with Keras I

DESY.

signal event (rare): background event (frequent):

Two different approaches will be tried in our lab

1. Fully Connected Neural Networks (jet constituents)

2. Convolutional Neural Networks (jet images)

Challenge

Team with best result will be announced and is invited to present
his/her solution on the last day of the school!

30 35 0 5 10 15 20 25 30 3

Use ML to distinguish signal from background events!
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if you use Windows: please

Prerequisites for our lab come 10 mins before the

start of the lab, we will help

you to set up everything

« please bring your laptop
* we assume that you have some basic programming knowledge
« you will work with Jupyter notebooks, NumPy, Matlib & Pandas
- basic knowledge helpful, but not needed
- tutorials available

: Jjupyter |Intro_DL_with Keras Last Checkpoint: Last Tuesday at 10:41 PM (autosaved) ( ot Logout

File Edit View Insert Cell Kernel Widgets Help Not Trusted | Python2 O

B + < @A B 4 ¥ MRun B C » Markdown j

Introduction to Deep Learning with Keras

This is a dense introduction to Deep Learning!
For an in-depth introduction, there are a several free online books:

® hiip://neuralnetworksanddeeplearning.com/index.himl by Michael Nielsen, a concise introduction.

® hiip://www.deeplearningbook.ora/ Deep Learning by lan Goodfellow, Yoshua Bengio and Aaron Courville, provides a detailed introduction to the
theoretical background.

® hiips:/forres.ai/first-contact-deep-learning-practical-introduction-keras/ by Jordi Torres, an introduction similar to this tutorial by the use of Keras.

® hitps://d2l.ai/ by A. Zang et al., another excellent resource but with code examples in Gluon/MXNet (hitps://gluon.mxnet.io/) instead of Keras.

What is a Neural Network?

What is Machine Learning?



Thanks for your attention
&
see you in our lab!



Schedule

beginner (regression, classification) and advanced (top tagging) courses on alternating days

Q

24
4. May (Tuesday)
5. May (Wednesday)
6. May (Thursday)
7. May (Friday)
18. May (Saturday)
9. May (Sunday)
20. May (Monday)
1. May (Tuesday) v
2. May (Wednesday) v
3. May (Thursday) v
4. May (Friday) v
25. May (Saturday) announcement of challenge winners

beginner course advanced course
v

v
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v
v
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no lab
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References for slide 1

« particle identification: “CMS Phase 1 heavy flavour identification performance and
developments®, CMS Collaboration, CMS-DP-2017-013, https://cds.cern.ch/record/
2263802/

« galaxy classification: “Morphological classification of radio galaxies: Capsule Networks
versus Convolutional Neural Networks®, V. Lukic, M. Brueggen, B. Mingo, J. H. Croston, G.
Kasieczka, Accepted for publication in MNRAS

« skin cancer: “Dermatologist-level classification of skin cancer with deep neural networks®,
Andre Esteva, Brett Kuprel, Roberto A. Novoa, Justin Ko, Susan M. Swetter, Helen M.
Blau & Sebastian Thrun, Nature volume 542, pages 115-118 (02 February 2017)

« autonomous driving: Nvidia, picture from https://www.car-it.com/das-auto-wird-zum-smart-
device/id-0056444

« Go: https://www.technologyreview.com/s/60427 3/finding-solace-in-defeat-by-artificial-
intelligence/ , D. Silver et al, Mastering the game of Go with deep neural networks and tree
search, Nature 529, pp484—489 and D. Silver et al Mastering the game of Go without
human knowledge, Nature 550, pp354—-359
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