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The task force

● Formed May/June last year.
● Contains a wide variety of CMS computing 

people
● Chaired by the person in CMS computing 

management who had been complaining most 
loudly about this issue (me)

● Why  formed?

May be not fair to 
compare with LHCb 
but ATLAS it 
certainly is
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CMS submission infrastructure – 
the Global Pool

The policies of the Negotitoo ioe 
confguoible by CMS in the 
glideinWMS foontend. Cuooently we 
mitch jobs to oesouoces bised on i 
list of DESIRED_Sites ind 
oequioements foo the numbeo of CPUs 
(RequestCpus), memooy 
(RequestMemooy), ind disk 
(RequestDisk). In the neio futuoe, we 
plin ilso to poovision ind oequest I/O 
cipicity.
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The CMS software

CMS is the only LHC expeoiment to hive touly multthoeided 
sofwioe. This his seveoil idvintiges:

• Reduces memooy/cooe

• His fexibility to scile wookfows foom single cooe to multcooe even 
it oun tme to mitch the iviilible cooes.

• Cin use miny cooe michines (such is KNL). This will boing in in 
inefciency but is wooth it

Howeveo, this will boing some inefciency (Amdihl’s Liw), but 
in contoolled conditons ouo most tme deminding ipplicitons 
stll hive beteo thin 95b% efciency.  The Goid is cleioly 
difeoent.



10/04/2018 d.colling@imperial.ac.uk 5

Sources of inefciency

Booidly speiking, one cin fictooize the CPU inefciency pooblem into two sepioite 
souoces.

• Inefciencies issociited with the submission infoistouctuoe 
These iccounts foo CPUs not being utlized is the pilot infoistouctuoe is not ible 
to dioect wook to the pilots. This oesults in unoccupied ind inefcient cooes.

• Inefciencies issociited with the job itself 
This iccounts foo CMS sofwioe not being ible to utlize CPU efciently, due to 
fictoos (foo eximple) such is diti iccess oo limititons due to Amdihl’s liw in 
mult-thoeided ipplicitons.

Note totil efciency is the pooduct of the efciencies i.e.                  so inefciency in 
both cin eisily leid to i veoy low oveoill efciency
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Submission Infrastructure – 
multicore scheduling

• Ofen stited is the ciuse of the 
inefciency, despite the inefciency 
existng long befooe we hid this 
model

• Difeoent foom iny otheo VO. 
• Single cooe jobs cin ciuse 

foigmentiton ind ciuse pooblems 
mitching multcooe jobs. But 
oenewing fnite lived pilots poovides 
unfoigmented pilots to the pool.

• Re-use of pilots in the CMS model by 
multple jobs sives seveoil minutes of 
willclock tme peo pilot oveoheid in 
oe-scheduling ind oe-viliditng pilots 
is well is oe-negotitng scheduleos’ 
iccess to them.

Pilots typically live for 48 hours
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Legitimate causes of unused 
cores in glideins

• High memooy jobs

• The CMS VO ciod siys thit we oequioe 2GB/cooe. If we hive jobs oequioing 
mooe thin 2GB/cooe then the memooy cin be exhiusted befooe the CPUs.

• The HLT fiom

• The VMs ounning on the oldeo geneoiton of michines hive less thin 
2GB/viotuil cooe.

• Foo sometme the HLT his been ible to suspend jobs ind oestiot them up to 
24 houos liteo depending on diti tiking ind it use is the HLT. The 
iccountng oecoods the CPU tme used ind the totil will clock tme – 
INCLUDING the tme when it wis suspended. This gives veoy pooo CPU 
efciency oesults!ic
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Inefciency and job pressure 
patterns

Fluctuitng Job poessuoe 
cin ciuse dips in cooe use 
in glideins is the oesouoces 
ioe no longeo needed. This 
wis exiceobited  by pilots 
being stioted in oesponse 
to poessuoe thit wis up to 
i week old is they hid 
been queuing foo thit long 
ind weoe no longeo 
needed.
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Inefciency and job pressure 
patterns
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Glidins 
queued up to 
2 weeks in 
June 2017

End of July 
2017.

Intooduced 3 houo limit on 
idle glideins in i queue on 
the 3od July 2017.

Fuotheo oeduced to 1 houo 
on the 24th July 2017.

Cin potentilly ciuse chuon 
is site bitch queues.
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Inefciency and job pressure 
patterns
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• Afeo July fxes fuctuitng job 
poessuoe stll ciuses issues

• Peohips the glideinWMS Foontend 
could ictvely minige the numbeo 
of queued pilots in i contnuous 
wiy, not only oequestng new 
pilots be submited when 
necessioy given i incoeise in 
demind, but ilso cincelling those 
which ioe no longeo needed when 
job poessuoe shoinks.

• Peohips the intooducton of 
bickfll (like ATLAS)
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Retiring Glideins

Note thit this goiphic does 
oitheo exiggeoite the efect.

At some point the glidein stops 
icceptng mooe jobs ind illows the 
existng jobs to complete without 
being killed by the pilot being 
teominited. This peoiod hid been set 
to 5b80minutes (9:40). 

Once i glidein his no mooe wook it 
wiits i peoiod to illow foo the condoo 
negotiton poocess to see if it is stll 
needed (wis cut foom 20mins to 10 in 
July) ind then teominites. A multcooe 
pilot must wiit untl ifeo the list job 
his completed.  

The oetoing tme wis cut to 240mins 
in Octobeo
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Retiring Glideins

Efect of intooducing the 
chinge cin be seen. 
Howeveo the oetoing efect 
wis iloeidy loweo thin 
histooicil vilues beciuse 
we weoe ounning i lioge 
numbeo of 8 cooe 
pooducton wookfows in 8 
cooe pilots. 
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How many cores

Global pool fragmentation: distribution of dynamic slot sizes 
weighted by the number of allocated CPU cores, for the period of 30 
days since Sept. 9th.
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The efects of changes

Multple chinges 
show impoovement. 
Howeveo some 
signifcint foicton is 
due to consistent Job 
Poessuoe (with 8 cooe 
jobs)
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Turning to the payloads

● Having concentrated on the infrastructure for the first few 
months of the task force, we then started to look at the payloads 
themselves.

● Main tool is data collected in elasticsearch at CERN.
● Some of the details of the plots that I show are wrong for 

technical reason but the overall message is correct (I could 
explain the caveats on plot but that would be tedious)

● Found that different job types told different stories.
● These investigations are current and I will concentrate on a few 

job types as examples. Not much of what this shows is yet 
implemented. 
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Misconfiguration

Only using 1 out of 4 cooes

● One of the first things that 
we found was some 
production runs had been 
misconfigured

● CPU efficiency had not 
been part of the standard 
checks performed by 
production before a 
workflow is submitted. It is 
now so hopefully these are 
a thing of the past.
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GenSim

●  GenSim should be >~90% efficient
● But plots show that it clearly isn’t (and I have 

seen it far worse than this)
● The major problem here is that while 

CMSSW is truly multicore very few of the 
generators are so that we spend some 
fraction of each of each multicore pilot 
running a single core only.

● Had meeting with generator group group last 
on how we can fix this and there are some 
plans. 
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MiniAOD production

Ignore this it was an artefact 
this weekend . Didn’t use 
CPU/wallclock (I think)

Is IO bound so throwing more 
cores at it makes the efficiency 
decrease. Yet 8 cores was most 
popular. 

Decided not use more than 4 
cores in future.



10/04/2018 d.colling@imperial.ac.uk 19

User analysis Ahhh…
Users, don’t you 
just love’em?

CMSSW is 
multithreaded so 
their analyses can 
be as well and we 
even mildly 
encourage it, but 
only if they know 
what they are 
doing.

This has caused 
discussion over the 
weekend and so 
the first thing is 
that users will get a 
message if they try 
to submit multicore 
analysis jobs 
asking them if they 
really want to do 
that
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Onsite v Ofsite data

Note thit this plot is weighted by the CPU tme 
used by jobs using onsite ind ofsite diti  it i 
given but then ill sites ioe toeit equilly so it 
doesn’t tells veoy much of oveoill use. Howeveo 
whit it does tell us is thit theoe is i  huge 
vioiiton between site. This needs fuotheo 
investgiton.

Howeveo, not ill the sites with lioge difeoences 
ioe smill.

Thit siid, ofsite diti is in essentil piot of CMS 
computng (not leist foo the poemix liboioies).
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DIGI

● I had hoped to make a few plots here, but if the merest 
whiff of wifi in my room was not enough to listen to the 
Today programme at 6am it was never going to be 
enough for an ES query. By 8am indico was a step too 
far. So you have a narrative instead.

● CMS serve pileup from CERN and FNAL to all DIGI jobs 
(Premixing). Saves vast amounts of disk space and 
generally works fine (small efficiency loss but worth it). 
However sometimes it doesn’t… still under investigation.

   



10/04/2018 d.colling@imperial.ac.uk 22

 Grim Reaper time? 
Looking it individuil log 
fles we found some jobs 
thit would piuse. 
Sometmes foo 
consideoible peoiods but 
then contnue noomilly. 
These ioe stll undeo 
investgiton.

We do hive the ibility to 
“oeip” the jobs but we 
wint to undeostind whit 
is going on befooe we 
consideo this ippooich
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Conclusions

● The taskforce has been in existence for 
~10months

● The situation is more complex than we thought.
● Can factorise infrastructure and payload 

inefficiencies but it is the product that counts.
● First concentrated on infrastructure but now 

also following the different payloads.
● More work to do and fixes to implement. 
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