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http://wlcg.web.cern.ch/


Operations Coordination meetings

 These meetings normally are held once per month

 Usually on the first Thursday

 Each meeting has a standard agenda plus at least 
one dedicated topic, announced in advance

 Experiments and sites are kindly asked to have the 
relevant experts attend, depending on the topic(s)

 Next meeting:

 Jul 5th – Theme: TBD
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https://twiki.cern.ch/twiki/bin/view/LCG/WLCGOpsCoordination


Operations Coordination highlights   (1)

 Theme: Services for which GDPR data 

privacy statement is required

 All WLCG services which consume/process 

personal data need to have a Data Privacy 

statement prepared

 WLCG Operations started to prepare a list of the 

services concerned

 Welcome to Matthew Viljoen (EGI Operations 

Manager) and Jeffrey Dost (OSG Operations 

Manager)
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https://twiki.cern.ch/twiki/bin/view/LCG/WLCGOpsCoordination


Operations Coordination highlights   (2)

 Information System Evolution TF
 Format of CE description to be published was discussed

 GocDB development plans cover changes required by GDPR

 CRIC for CMS progressing – basic functionality prototyped

 IPv6 Validation and Deployment TF

 Deployment is progressing well

 Most sites expect to be ready around the end of the year

 Network Throughput WG
 CentOS 7 campaign is progressing slowly

 Following OSG GOC retirement, all services were 
migrated to AGLT2
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https://twiki.cern.ch/twiki/bin/view/LCG/WLCGOpsCoordination


Selected items from Operations (1)

 Overall high activity across the experiments

 ATLAS
 Stable production with up to 350k concurrent jobs

 Peaks of 900k thanks to HPC resources

 Multiple instabilities of EOSATLAS
 Several bug fixes

 CMS
 Stable computing usage at about 230k

 Accidental data deletion at T0 understood
 Caused by a bug in Tier0 Agent code

 No data lost
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https://twiki.cern.ch/twiki/bin/view/LCG/WLCGOperationsMeetings


Selected items from Operations (2)

 ALICE

 No major issue

 LHCb

 No major issue

 NL-T1

 Downtime of tape backend under investigation

 TRIUMF

 New tape library in production, capacity at ~30 

PB
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https://twiki.cern.ch/twiki/bin/view/LCG/WLCGOperationsMeetings


Service Incident Reports

 No new report
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https://twiki.cern.ch/twiki/bin/view/LCG/WLCGServiceIncidents


GGUS summary (5 weeks May 14 – Jun 17) 
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VO User Team Alarm Total

ALICE 6 1 0 7

ATLAS 9 92 0 101

CMS 223 1 0 224

LHCb 0 22 0 22

Totals 238 116 0 354
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