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HPC Plans
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20 Member States, atm
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Timeline
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Funds

Effort started early 2017 at the EU level

Plan: 2018-2020

Funding of ~1.5B euro  (0.5B from EC) in 2018-2020

Build 2 pre-exascale machines by 2020(21) - ~100-200 PFlops

Build 2-4 peta-scale machines

Plan: 2021-2026

Build 2 exascale machines by 2024(25) - ~1EFlops

Proposed Funding 2.7B euro (out of 9.2B for digital 
infrastructure)
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Requirements
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ETP4HPC  - Strategic Research Agenda 

CERN is one of top EU scientific endeavours 

But in the document, HEP requirements are not 
mentioned, apart from lattice QCD

Future EU HPC centers will be extended to data 
processing facilities – eg ESiWACE needs large 
storage, transfers and remote processing 
(distributed systems)

Most intensive-computing communities are 
participating in EuroHPC, HEP is left out for 
now

Increased funding from both EC and Member 
state can result in lower funding of dedicated 
WLCG infrastructure

It should be discussed how to ensure HEP 
presence in future design of EuroHPC landscape

http://www.etp4hpc.eu/sra-2017.html
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How to proceed

WLCG  strategy document as the underlying source of information

WLCG could/should nominate a representative on EuroHPC User requirements working 
group to represent the WLCG and wider HEP interests in EuroHPC (maybe even PRACE)

Presentation on the next WG meeting with key points to address the WLCG/CERN/HEP 
needs

Many of HEP specific requirements have been explicitly stated by other communities/CoEs, eg HTC/
HPC convergence, data intensive workflows, remote processing and analytics, data transfers and 
high-throughput networks, permanent storage, archival and data preservation

Additional material/presentations can be provided

Balance between HPC/EuroHPC and WLCG infrastructure needs to be carefully 
considered. Even future HPCs cannot address all the needs of WLCG (eg definitely not the 
data lakes)

Eg: in Slovenia, a 100k-core national HPC will be built by 2020, Tier-2 will mostly invest in storage 
and less in CPU.
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Backup
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Organizational Structure

Joint Undertaking (JU)

Member States (Participating States)

Hosting Entity: country or consortium of states hosting the center

Working groups

Hosting and Procurement

User requirements

Funding resources for pre-exascale

~500M EU funding

~500M MS funding

~400M “private” funding, operational costs…
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Relation to PRACE and other 
communities

PRACE plans PRACE3 after 2020

Relation to EuroHPC not quite clear yet but:

Likely adoption of PRACE model for access

Level of cooperation and integration with JU under 
discussion

Centers of Excellence

PPI4HPC, POP, CompBioMed, ESiWACE,...
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EDI & PRACE

Offer a variety of system architectures to enable traditional scientific simulations

General purpose HPC centers and topical centers

Addressing the convergence of HPC, HTC, HPDA and AI

FENIX and EUDAT projects  -  data management

How to handle the large volume of data generated 

Generated centrally at large RIs or distributed (e.g. sensor networks)

Rethink data movement (from edge to the data center) :
• Local (at data source) processing facilities for data reduction
• Central or distributed storage
• How to support end to end workflows

How to provide HPC/HTC capacity to large scale scientific instruments

Need for an even tighter coordination of national infrastructure procurements in EU
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Extend current PRACE activities to EDI
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PRACE, EDI, EuroHPC landscape
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