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Introduction

There are two main FAQs asked by site admins in 
regards to ATLAS jobs on their Grid resource 

1. why are we not submitting enough jobs? 

2. why are we submitting too many jobs?



http://apfmon.lancs.ac.uk

• apfmon was intended to 
answer these questions 

• it mostly succeeded but the 
questions keep coming so it 
can be improved

http://apfmon.lancs.ac.uk


Some recent developments  
- requesting feedback -

• Previous study (CHEP2016) showed a level of empty pilots which has 
negative impact on site batch systems.  

• Identifying these required joining a couple of database tables and was 
time consuming to analyze. 

• Recently made changes to wrapper and pilot code in order to get truthful 
information regarding whether a wrapper job runs a payload or not. 

• Some new views to be added to apfmon to highlight the problem to 
ATLAS shifters and site admins. 

• Other issues may be better displayed too.



Preview of new views
• Implemented using Plotly Dash libraries 

• Data workflow a little different: 

1. Pilot factory logs stored in AWS S3, now with payload 
field 

2. Analyzed using AWS Athena which is a SQL query 
service for direct analysis of S3 data 

3. Query results imported by Dash webapp 

•  Any new analysis ideas welcome!
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