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๏ CMS Phase-2 Upgrades are required to cope with the 
HL-LHC demanding environment of high radiation 
levels and large pileup <200> PU 

๏ Current endcap calorimeters will need to be replaced 
๏ Preserve or even improve sensitivity in the 

interesting and busy forward region for VBS/VBF 

๏ The High Granularity Calorimeter (HGCAL) will 
become the new Calorimeter Endcap (CE): 
• Radiation hard technology based on a mix of 

silicon and scintillator detectors 
• High transverse and longitudinal granularity + 

timing (5D!) for enhanced particle flow 
reconstruction and ID/pileup mitigation

CMS CALORIMETER ENDCAP FOR THE HL-LHC
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THE CMS HIGH GRANULARITY CALORIMETER
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CE-E 
(Si) CE-H (Si) CE-H (Sc)

Endcap coverage: 1.5 < |η| < 3.0
Total Silicon sensors Scintillator
Area 600 m2 500 m2

Number of 
modules 27 000 4 000

Cell size 0.5 — 1 cm2 4 — 30 cm2

N of channels 6 000 000 400 000

Power Total at end of HL-LHC: 
~180 kW @ -30oC 

C 

๏ The high luminosity and high granularity are a big challenge for the detector design: 
‣ Silicon/scintillator detectors in the high/low radiation regions 
‣ 28 layers in the ECAL (CE-E) + 24 layers in the HCAL (CE-H) compartments 
‣ Triggering and reading data of >6M channels at 40 MHz



๏ Active elements: 

๏ 8” hexagonal silicon wafers p/n-type |  
thickness: 120/200/300 um | 192/432 cells | HV bias up to 1kV 

๏ SiPM-on-tile scintillator readout (à la CALICE AHCAL) 

๏ Electronics: 

๏ Front-End ASIC: rad. hard | low noise | high dynamic range (1-1000 MIP) | 
timing measurement | < 15 mW/ch consumption 
• High range with low power due to time-over-threshold (TOT) 
• Time-of-arrival (TOA) method with time precision of 20 ps 

๏ Trigger data from ASICs (300 TB/s) fed through concentrators to the 
back-end system (2 TB/s) in multi-stage approach 

๏ Engineering: 

๏ 30o/60o cassettes tiled with hexagonal silicon modules and 
partially mixed with scintillator tile boards 

๏ Full detector volume cooled to -30oC

KEY INGREDIENTS OF HGCAL
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2.3.3 SiPM-on-tile design

As discussed above, the design requirements for the detector are set by the necessity of main-
taining the ability to calibrate individual tiles using minimum-ionizing particles through the
life of the calorimeter. In addition, it is important that the services of the scintillator calori-
meter be compact and not use too large a volume at the outer edge of the calorimeter. After
consideration of several designs, the SiPM-on-tile technology used in the CALICE AHCAL
prototypes [15] was identified as the most cost-effective solution that also provided adequate
performance for particle tracking and identification.

The SiPM-on-tile technology utilizes direct readout of the light from the scintillator tile by a
SiPM that collects the light through a dimple in the surface of the tile. The dimple provides
mechanical space for the mounting of the SiPM and improves the uniformity of response across
the tile by reducing the response for particles which pass very near the SiPM compared with
those at a larger distance [16]. A drawing of a typical square tile developed by CALICE is
shown in Fig. 2.11, and a photograph is shown in Fig. 2.12.

Figure 2.11: Parameter drawing of typical square tiles developed by the CALICE Collabora-
tion. Tiles for the CMS endcap calorimeter will be ring-sections rather than squares due to the
geometry of the endcap.

Figure 2.12: Example of three CALICE 3 ⇥ 3 cm2 scintillator tiles mounted on a PCB that holds
one SiPM per tile. The left two scintillators are unwrapped to show the SiPM within the small
dome at the centre of the tile, while right-most tile is wrapped with reflective foil.

A MIP traversing an undamaged 3 cm ⇥ 3 cm ⇥ 3 mm tile has been shown to generate >20
photoelectrons by the CALICE Collaboration. Our test beam measurements, described in Sec-
tion 7.3.2.2, confirm this performance and demonstrate several important geometric relation-
ships: (i) the magnitude of the MIP signal is proportional to 1/

p
Atile, the inverse square root
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replaced by scintillator/SiPM panels, and the fraction of scintillator used grows progressively
toward the back of the CE-H. The scintillator area fraction varies from 40% in CE-H layer 9 to
90% in layers 16-24. These mixed cassettes follow a design similar to the silicon sensor cassettes.

The geometry of the 30 � CE-H cassettes is illustrated in Fig. 4.3, which shows a cassette with
both silicon and scintillator sensors. The cassettes are made in pairs such that full hexagon
silicon modules can be used along both radial edges. The scintillator sections are constructed
as simple 30 � wedges with radial edges to match the r � f geometry of the scintillator tiles,
described in Section 2.3. Each cassette is built and tested as a complete stand-alone unit with all
detector elements, electronics and cooling loop. At the point of insertion into the CE-H absorber
(Section 4.6) the cassette pair is combined into a single 60 � insertion unit with a geometry
similar to the monolithic 60 � CE-E cassette described above.

Figure 4.3: A pair of 30 � mixed silicon/scintillator cassettes ready to be joined into a 60 � unit
for insertion. This example corresponds CE-H layer 12.

The three different types of cassettes – CE-E, CE-H (silicon) and CE-H (mixed) – have different
thicknesses determined by their respective components: cooling plate, silicon or scintillator
sensors, electronics, and covers/absorbers. The longitudinal layout of materials in the three
types of cassettes is illustrated in Fig. 1.4. The respective nominal thicknesses are 24.4 mm,
13.0 mm and 14.9 mm, with the exception of the last CE-H cassette in which the downstream
2.8 mm thick Pb/steel absorber is replaced by a 1 mm copper cover. A 1 mm nominal clearance
is provided between the CE-H cassettes and the adjacent absorber layers. These dimensions,
together with the CE-H absorber thicknesses, determine the longitudinal segmentation shown
in Fig. 1.5.

More complete details of the design, assembly and testing of the cassettes are given in Sec-
tion 9.2.

4.3 Structural design
The mechanical structure of the endcap calorimeter, shown in Figs. 1.5 and 1.4, consists of
a set of steel disks that are the absorber material for the hadron calorimeter, a structure for
supporting the stack of cassettes for the electromagnetic calorimeter that include the absorbers
as an integral part of the cassette, and a polyethylene neutron moderator, whose purpose is
to reduce the neutron flux in the Tracker. The structure is cantilevered from the nose of the
first endcap disk of the iron yoke of CMS, YE1. The structural design is summarized here; it is

Si+Sci mixed cassette

SiPM-on-tile  
(AHCAL)
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and/or 3 ⇥ 3 neighbouring cells to form trigger primitives, shown as differing colour group-
ings in the figure, and the subdivision of the module into symmetric domains for the readout
chips, simplifying the layout of the module readout printed circuit board (PCB). Silicon wafer
layouts using the three-fold diamond configuration are shown in Fig. 2.4.

Figure 2.3: Schematic illustration of the three-fold diamond configuration of sensor cells on
hexagonal 8” silicon wafers, showing the groupings of sensor cells that get summed to form
trigger cells, for the large, 1.18 cm2, sensor cells (left), and for the small, 0.52 cm2, cells (right).

Figure 2.4: Drawing of hexagonal 8” silicon wafers, with layout of large, 1.18 cm2, sensor cells
(left), and small, 0.52 cm2, cells (right).

The cell size is driven both by physics performance considerations, such as the lateral spread
of electromagnetic showers, and by constraints imposed by the need to keep the cell capaci-
tance within a manageable range. In practice, this results in cell sizes of ⇡1 cm2 for the 300 and
200 µm active thickness sensors and ⇡0.5 cm2 for the 120 µm active thickness sensors, corre-
sponding to a maximum cell capacitance of 65 pF. Each sensor has either 192 or 432 individual
diodes, which act as sensor cells. The HV bias is applied to the sensor back-plane, whereas the
ground return from each individual cell is provided through the DC connection to the corre-
sponding front-end amplifier. Two cells per readout chip are segmented to include calibration
pads with smaller size and correspondingly lower capacitance and noise.

An irradiation campaign is underway, which will include noise measurements, with a partic-
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Silicon sensors

192 cells 432 cells
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๏ The high occupancy and pileup are both big 
challenges for the particle reconstruction 

‣ But HGCAL is an 5D imaging calorimeter:  
3D position, energy and time 
➤ Ultimate detector to perform Particle Flow 

๏ The very first step is the clustering of the hits. 
Currently, the clustering is done in two steps: 
‣ 2D clustering in every layer using an energy 

density-based imaging algorithm 

‣ 3D clustering in an IP-pointing cylinder 
‣ Great opportunity for novel tracking, clustering 

and imaging techniques as DBSCAN and CNNs!

All hits in layer 1 
for a 200 PU event

Clustered hits 
for clusters with 

pt > 1 GeV



ELECTRON IDENTIFICATION
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๏ Electrons are a ‘standard candle’ for Particle Flow: 
EM showers are compact (RMoliere ~ 3 cm), of known shape and associated with a track 

‣ 3D information allows reconstruction of the shower axis (e.g. using Principal 
Component Analysis) and the measurement of shower shapes with an 
unprecedented precision 

‣ Axis pointing improves rejection of PU photons with respect to bremsstrahlung5.1. Reconstruction and detector performance 75
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Figure 5.5: Shower spread along the radial direction (left) and distance in h between the elec-
tron cluster and the track extrapolation (right). The distributions are shown for signal electrons
and background candidates in presence of pileup, and for signal electrons in the absence of
pileup,
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Figure 5.6: Purity as a function of the efficiency for electrons with 10 < pT < 20 GeV (left),
and pT > 20 GeV (right), for different sets of input variables used for the multivariate electron-
identification discriminant.

sample accompanied by pileup for the signal, and with multijet events for the background.
Since the variables used evolve with the pT, the training of the BDT is done separately for
10 < pT < 20 GeV and for pT > 20 GeV. The results obtained using the multivariant electron-
identification discriminant given by the BDT, are shown in Fig. 5.6. For a 95% signal efficiency,
the background efficiency is 1% (10%) for pT > 20 GeV (10 < pT < 20 GeV). Also shown
are the results using BDTs with reduced sets of input variables: starting the track-based vari-
ables (black histogram), a significant gain in performance is seen adding by adding the energy-
momentum comparison (red histogram). The addition of the PCA-based lateral shape variables
(green histogam) brings further improvement in performance. Finally, the addition of the vari-
ables related to the longitudinal development (blue histogram), improves the performance for
low pT electrons (Fig. 5.6 (left)).

5.1.6 Hadron showers

An algorithm has been developed to reconstruct high pT hadron showers (pT � 7 GeV) in the
presence of pileup. This algorithm is not intended to be final, and it seems clear that more
sophisticated developments (Section 5.1.10) will improve the energy resolution performance

74 Chapter 5. Reconstruction and detector performance

the multiclusters are fed will, in the future, need significant tuning and optimization in order
to use the HGCAL to best advantage.

With the fine longitudinal and lateral granularity, hadron showers also tend to result in more
than a single multicluster. In this case the multiplicity is due to the inhomogeneity and ir-
regularity of hadron showers, and the spread is in both lateral dimensions, being dominated
by the transverse development of the shower, rather than by the magnetic field. However,
the development of an algorithm sophisticated enough to perform general reconstruction of
hadron showers needs more work, and the clustering of hadronic showers for use in the CMSSW
particle-flow reconstruction of jets is done with some assistance from Monte Carlo truth infor-
mation for the pattern recognition. The results for hadron resolution given below use a simple
algorithm that performs satisfactorily for pT > 10 GeV, even in the presence of high pileup.

5.1.5 Electron and photon identification

The lateral and longitudinal shower shapes, provided by the fine longitudinal and lateral gran-
ularity of the HGCAL enable powerful discrimination between signal and background, for both
electrons and photons. In the study described below they are used, together with track-cluster
matching, to build an electron-ID discriminant.

The first step in the construction of the shower shape variables is the determination of the axis,
and average position, of the component multiclusters of an electron or photon using a principal
component analysis (PCA) method. Variables characterizing the lateral and longitudinal shape
with respect to this axis are then computed. The variables include the PCA axes eigenvalues,
RMS along each axis, shower start position, and shower length. Figure 5.4 shows two distri-
butions of two variables sensitive to the shower longitudinal development, and Fig. 5.5 shows
distributions of two variable related to the lateral shower development: the shower spread in
the radial direction and the difference between the shower position measurement and the ex-
trapolated track location in h. In the figures, the shapes found for electron candidates from
different sources are compared. The vertical scale is logarithmic. The distributions resulting
from jet events with pileup corresponding to 200 interactions per bunch crossing (“QCD mul-
tijets” in the plot legends), are seen to differ from the distributions resulting from electrons in
Z ! ee events, both with and without pileup.
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Figure 5.4: Two examples of variables sensitive to the shower longitudinal development: layer
number for which the accumulated energy reaches 10% of the EE energy (left); shower depth
compatibility (right). The distributions are shown for signal electrons and background candi-
dates in presence of pileup, and for signal electrons in the absence of pileup,

The resulting variables are combined in a boosted decision tree (BDT) trained on a Z ! ee

5.1. Reconstruction and detector performance 75
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Figure 5.5: Shower spread along the radial direction (left) and distance in h between the elec-
tron cluster and the track extrapolation (right). The distributions are shown for signal electrons
and background candidates in presence of pileup, and for signal electrons in the absence of
pileup,
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Figure 5.6: Purity as a function of the efficiency for electrons with 10 < pT < 20 GeV (left),
and pT > 20 GeV (right), for different sets of input variables used for the multivariate electron-
identification discriminant.

sample accompanied by pileup for the signal, and with multijet events for the background.
Since the variables used evolve with the pT, the training of the BDT is done separately for
10 < pT < 20 GeV and for pT > 20 GeV. The results obtained using the multivariant electron-
identification discriminant given by the BDT, are shown in Fig. 5.6. For a 95% signal efficiency,
the background efficiency is 1% (10%) for pT > 20 GeV (10 < pT < 20 GeV). Also shown
are the results using BDTs with reduced sets of input variables: starting the track-based vari-
ables (black histogram), a significant gain in performance is seen adding by adding the energy-
momentum comparison (red histogram). The addition of the PCA-based lateral shape variables
(green histogam) brings further improvement in performance. Finally, the addition of the vari-
ables related to the longitudinal development (blue histogram), improves the performance for
low pT electrons (Fig. 5.6 (left)).

5.1.6 Hadron showers

An algorithm has been developed to reconstruct high pT hadron showers (pT � 7 GeV) in the
presence of pileup. This algorithm is not intended to be final, and it seems clear that more
sophisticated developments (Section 5.1.10) will improve the energy resolution performance

First layer with 10% energy fractionTrack-cluster deltaEta Electron ID for pT in 10-20 GeV
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๏ The high granularity allows for the separation of pileup jets with shape variables 
‣ Pileup jets start to develop earlier in the calorimeter and are wider 
‣ Promising for resolving boosted topologies as VBF jets, top tagging, etc.

Radial jet profiles in the CE-ELongitudinal energy profile VBF vs PU jet isolation
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pileup interactions per bunch crossing; and (right) transverse energy deposited as a function
of calorimeter layer, by quark jets (blue-outlined histogram), and by jets reconstructed from
pileup (red-outlined histogram). The jumps in energy after the 28th and 40th layers are due to
increases in absorber thickness, resulting in corresponding changes to the energy deposited.
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Figure 5.10: Radial profile of quark jets (blue histogram), and jet made from pileup (red his-
togram) in (left) the 28 electromagnetic layers (EE), (middle) the first 12 hadronic layers (FH),
and (right) the last 12 hadronic layers (BH) of the calorimeter.
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where the two jets are required to be in opposite endcaps, and double jets with the requirement,
in addition to those previously listed, on the dijet invariant mass mjj > 350 GeV. A further
selection reduces the rate to that labelled PU jet ID (orange coloured points). The PU jet ID uses
a likelihood ratio discriminant built from two variables which are shown in Fig. 5.14: Iso(1, 4),
the ratio of energy found when the jet is reconstructed using the anti-kT algorithm with R = 0.1
to that found using R = 0.4, and E10/Ejet, the fraction of the jet energy in the first 10 layers. The
selection efficiency can thus be tuned by varying the requirement on the discriminant. The rate
versus the efficiency for jets with pT > 25 GeV is shown in Fig. 5.15 (right). It can be seen that a
rate of around 10 kHz can be obtained for a PU jet ID efficiency of 80%. The rate calculation is
illustrative of the possibilities and uses all the HGCAL layers.
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Figure 5.14: Distributions of the two variables used to build the PU jet ID discriminant for both
VBF jets (blue histograms), and jets found in pileup (red histograms).
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๏ Several beam tests performed in 2016-2018 
๏ Main objectives for beam tests: 
‣ Physics performance of the CE-E and  

CE-H silicon / scintillator parts 
‣ Verification of the MC simulation 
‣ Validation of basic FE ASIC architecture 

in beam conditions: TOT and TOA 
‣ Technological prototyping of the 

detector modules 
‣ System test development in parallel

6” hexagonal silicon module prototype



๏ DESY: March 2018 
‣ Studies of single module response using low energy 

electrons (1-6 GeV) as MIPs and in showers 
‣ AIDA beam telescope for precision tracking (σxy ~ 10 μm) 

‣ CERN: June 2018 
‣ Full CE-E depth prototype with 28 modules arranged in 

double-sided cassettes with integrated cooling  
‣ Studies of electrons (and pions) in with E = 10-150 GeV

RECENT TEST BEAMS

�11Track - HGC cell position

deltaX

de
lta

Y

Casette Full 28 layer stack

DESY setup with beam telescope



CERN BEAM TEST IN JUNE 2018
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๏ Significant π contamination of electron 
beam at high energies [expected] 

‣ 99% purity < 80 GeV; <10% for 150 GeV 
‣ Consistent with simulated e/pi mix 

‣ Studying mitigation by ID variables

150 GeV 30 GeV

Total uncalibrated energy vs number of hits

‣ Early showering electrons [unexpected] 
• Requires cleaning of data and limits 

statistics for E measurement, 
• … but provides interesting data for 

pattern recognition/clustering!Event displays for single and multiple clusters

e

π
showers

e



CERN BEAM TEST IN JUNE 2018
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Event display for an 80 GeV electron Longitudinal energy profiles

Pion-like

Electron-like

Color: 
Low / High Gain

๏ Preliminary results: 
‣ Clean MIP spectra for calibration 
‣ Longitudinal shower shapes 

distinguishable for electrons/pions 
‣ Energy reconstruction works well even 

with preliminary calibration 
‣ Basic agreement with Geant4 

simulation for energy and multiplicity
Muon MIP spectrum for a 

single channel



๏ Next CERN beam test in October 2018:  

๏ Silicon: CE-E + 12 layer CE-H (7 modules/layer) | Scintillator: CALICE AHCAL 
‣ Setup as in 2017, but with ~100 modules in total vs. 20 in 2017 
‣ Aiming at exploiting the full potential of the test system (including timing)

ONGOING ACTIVITIES TOWARDS OCTOBER 2018 TB

�14CE-H plate with 7 modules CE-E stack CE-H stack AHCAL

2017 2017



SUMMARY
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๏   CMS High Granularity Calorimeter is a very challenging detector 
๏ Harsh radiation environment, high pileup & occupancy 
๏ Large number of channels, low noise, large dynamic range, high speed, low power …

SUMMARY
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๏ TDR approved in April 2018: 
cds.cern.ch/record/2293646 

๏ 5D (3D position + energy + time) measurement of 
showers provides unique opportunities in particle 
reconstruction for identification and pileup mitigation 

๏ Ongoing test beam campaign to validate technology 
and physics performance 

๏ Engineering Design Review to review full design 
scheduled for mid 2020

http://cds.cern.ch/record/2293646


BACKUP
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FRONT-END ELECTRONICS
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๏ Detector modules with 2 PCBs  
< 6mm thick: 

1. PCB: “hexaboard”  
Wire-bonds to Si-sensor 
and very-FE ASICs 

2. PCB: Motherboard for  
powering, data concentration,  
trigger generation and 
bi-directional communication 

๏ Trigger/data transfer:  
low-power GBT links (lpGBT)

4.2. Modules and cassettes 49

a) b) c)

Figure 4.2: From left to right: a) wirebonds for three sensor pads at a stepped hole in the
hexaboard; b) wirebond to the Au-kapton layer to provide back-plane biasing of the sensor;
and c) wirebonds at the edge of the module to the sensor guard rings.

mockups of 8” modules demonstrates that the differential cooling of the differing material1070

layers leads to the module being pressed into the cooling surface, improving thermal contact.1071

Calculated stresses on the module were found to be three orders of magnitude below the point1072

at which breakage would occur.1073

A 105 µm thick layer of Kapton with a thin layer of gold is epoxied to the baseplate, very nearly1074

covering it completely. The thin layer of gold is on the exposed side of the Kapton. The Kapton1075

provides electrical insulation of the baseplate held at ground from the back plane of the sensor1076

at bias voltage.1077

The silicon sensors and the PCB are hexagonal with small cutouts at each of the six corners.1078

The cutouts provide access to the positioning and mounting holes in the baseplate. They also1079

provide access to a portion of the Au layer for wirebond connections to the PCB for the biasing1080

of the sensor back-plane. The PCB will contain the HGCROC front-end readout ASICs. The1081

signals from the sensor pads are routed to the HGCROC for on-board signal digitization. Holes1082

in the PCB expose the region around the intersections of groups of three pads.1083

The baseplate, kapton, silicon sensor, and PCB are bonded together with epoxy to form a single1084

physical unit. Three wirebonds are made between an Au bonding pad on the PCB and each1085

sensor pad, the Au-kapton layer that provides backplane biasing, and the sensor guard rings.1086

For the sensors with 0.5 cm2 cells, metal jumpers will route the signal on the sensor to a bonding1087

pad located at the junction of three other sensor pads so that 4 or more pads can be connected1088

to the PCB at a single hole. The wirebonds are protected by encapsulating them with a clear,1089

radiation tolerant silicon elastomer. An example of the wirebonds is shown in Fig. 4.2. An1090

automated assembly process has been developed with high-rate production in mind; it is fully1091

described in Section ??.1092

A rigorous quality control system is necessary to achieve high yield during prodution. Upon1093

receipt, components and other hardware are thoroughly inspected. Sensors are surveyed un-1094

der high magnification for defects such as chips, scratches or damage from probe station tests.1095

Baseplates are checked for dimensional accuracy. PCB electronics are tested. The wire bonding1096

machine includes a process-integrated quality control system that provides feedback on cur-1097

rent, frequency, friction, and wire deformation for every bond. This allows the quality of the1098

bonds to be assessed in real time and bonding parameters to be adjusted as needed. When1099

all wirebonds have been completed but before they are encapsulated, the module undergoes1100

a careful visual inspection followed by a basic electronic functionality test. All mechanical1101

properties and test results are currently kept in an organized file system and MySQL database.1102

Each produced module has a traveler record with all processing and test information that it has1103

experienced.1104

Hexaboard PCB for Test BeamHexaboard design for HGCROC

Wire-bonds from Silicon to 1. PCB
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System overview

3

System overview

3

Front-end (FE) Back-end (BE)๏ Detector modules with 2 PCBs  
< 6mm thick: 

1. PCB: “hexaboard”  
Wire-bonds to Si-sensor 
and very-FE ASICs 

2. PCB: Motherboard for  
powering, data concentration,  
trigger generation and 
bi-directional communication 

๏ Trigger/data transfer:  
low-power GBT links (lpGBT)



๏ At the heart of the detector electronics is the front-end readout ASIC 

๏ The design and environment of the HGCAL pose several requirements 

๏ System on chip: charge, time, digitization, data and trigger processing, ZS … 

๏ Low power: < 15 W/channel 

๏ Low noise: < 2000 e- 

๏ High radiation: 1016 neq (1MeV eq.)/cm2 

๏ High speed readout: > 1 Gb/s 

๏ Same ROC for Si&SiPM 

VERY FRONT-END ASIC

�20

Current work in progress: HGROC_V1

Preliminary layout

TSMC 0.13µm (selected for good radiation tolerance)
32 Channels
11-bit 40 MHz ADCs
Improved time over threshold circuit
New time to digital converter circuits
On-chip L1 buffer memory
To be submitted for manufacture early June
Measurements will start early autumn

10

๏ Signal: high dynamic range: 0–10 pC 
• Charge: 0–100 fC [11 bits] 
• Time over Threshold: 0.1–10 pC [12 bits] 

๏ Timing information: Time of Arrival  
with 25 ps resolution > 50 fC [12 bits]



HGCAL ASIC EVOLUTION: FROM SKIROC TO HGCROC
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SKIROC2 (CALICE)  

SKIROC2cms  

HGCROC TV1

HGCROC TV2

HGCROCv1

Te
st

 
Be

am
s

Te
st

 
Ve

hi
cl

es
HG

CR
OC

๏ SKIROC2:  
๏ ASIC used by CALICE in the SiW ECAL 

๏ Dedicated 64 channel Si-detector readout ASIC, SiGe 350 nm 

๏ SKIROC2cms: submitted and received in 1Q of 2016 

๏ Modification for test beams with CMS-like running conditions 
๏ 40 MHz clock and sampling, Gain + ToA + ToT 

๏ Test Vehicle 1: submitted in May 2016, received in August 2016 

๏ First HGCROC test vehicle in CMOS 130 nm architecture 

๏ Dedicated to preamplifier studies 
๏ Test Vehicle 2: submitted in December 2016, received in May 2017 

๏ Dedicated to analog channel study for TDR 

๏ HGCROCv1: submitted in July 2017, expected in October 2017 

๏ All analog and mixed blocks; many simplified digital blocks 

➡ Final HGCROC submission by mid 2019!HGCROC



๏ Modified 64ch CALICE SKIROC2 specially for test beam use 
๏ Dual polarity preamplifier (for p- or n-type Si) 
๏ 40 MHz clock and 25 ns sampling 
๏ ADC: low and high (x10) gain 

๏ Slow shaper with 40ns shaping time 
๏ 300ns in rolling analog memory 

๏ Time-of-Arrival — proof of principle! 
๏ Fast shaper (5 ns) 

๏ Time-over-Threshold — proof of principle! 
๏ For large signals directly from the preamplifier 

๏ TDC (TAC) for TOA & TOT (~20 ps binning, ~50ps jitter)

SKIROC2CMS: ASIC FOR BEAM TESTS

�22

Analog blocks

[Q1 2016]



SKIROC2CMS: ASIC FOR BEAM TESTS
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๏ Extensive tests of the SKIROC2cms ASIC have 
been performed 

๏ Gain and TOT linearity, noise, pedestals 

๏ TOA transfer characteristics, efficiency, 
time-walk, jitter 

๏ Temperature stability 

๏ On single-ASIC test board and hexaboard 

๏ More details about the TB performance in 
tomorrow’s talk by Thorben Quast

[Q1 2016]

ASIC test board

https://indico.cern.ch/event/629521/contributions/2703002/
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๏ ADC and TOT linearity: 

๏ HG/LG linear until 500 fC 

๏ TOT linear for 500fC — 10pC 

๏ Noise for gain: ~ 3500 e-

[Q1 2016]
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๏ TOA performance: 

๏ Off-line correction for time-walk possible 

๏ Constant term: 50 ps 

๏ Noise term: 10ns/Q(fC) [expected ~4ns/Q]

* Jagged shape is due to imperfect interpolation 
between characterisation measurements. 



๏ Groups 8 channels with variants of ADC 
and shapers 

๏ Positive preamps 

๏ Global 10b-DAC 

๏ 11 bits SAR-ADC, 32x512 RAM

TEST VEHICLES FOR HGCROC
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๏ CMOS 130 nm: 
rad hard technology 

๏ 6 positive + 6 negative 
input preamplifiers 

๏ 1 baseline channel 

๏ 4 discriminators for TOT 

๏ CR-RC shapers: HG and LG 

๏ Digital part for noise coupling tests

TV1

TV2

TV2 noise measurements
• Current sensitive configuration Rf=25k Cf=400fF

• Study of ENC vs detector capacitance give :  en = 0.7 nV/√Hz  Cpa = 13 pF
• Close to calculations, but simulations too optimistic (below theory) by 30% !

• TP figures : 1600 e- @ 40 pF 2100 e- @60 pF

CdLT HGCAL FEE 29 jun 17 14
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Test vehicles – testing development
▶  Test Vehicle 1

§  6 positive and 6 negative "
input preamps 

§  1 baseline channel from TP
§  4 discriminators 
§  CR-RC shapers: HG and LG 
§  Digital part for noise coupling tests 
§  TSMC 130 nm, rad hard at the required level
§  Area: 2x4 mm2, useful 0.5x1 mm2,

§  Submitted in May 2016, received in August 2016
▶  Test Vehicle 2 

§  Groups 8 channels with variants of ADC "
and shapers 

§  Positive preamps
§  11bits SAR-ADC, 32x512 RAM
§  Global 10b-DAC
§  Submitted Dec 2016 in TSMC 130 nm, "

received in May 2017
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[Q4 2016 - Q1 2017 ]

๏ Building blocks successfully tested 

๏ Noise in TV2 as in specification



HGCROCV1
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๏ 32 channels for development/cost 

๏ Dual polarity (for p- or n-type silicon) 

๏ TOA, TOT with 2 variants: low power or DLL 

๏ 11-bit SAR ADC @ 40MHz 

๏ Simplified Trigger path: no ZS, only 4 sums 

๏ Data readout @ 320MHz 

๏ Slow Control with triple voting  
(shift register like SK2-CMS) 

๏ Digital blocks with simplified architecture 

๏ Services: bandgap, PLL, 10b DAC

Local R/W Control

L1 Buffer

@ 40 MHz

PA

TOT

ADC zero
suppress

SH

Align
Buffer

Align
Buffer

TOA

N channels

Linearization

TOT / ADC

Data
Data

readout
manager

Trigger
Trigger
readout
manager

L1 decoding logic

Gain
Correction

M
ap

pe
r

Trigger cells

Digital

Σ
(4 or 9)

Truncation
/

Compression
/

0-suppress

PLL / DLL
Time measurement

e-links

DAC 1

ToT threshold

DAC 2

ToA threshold

Slow Control / I2C

ASIC parameters

Bandgap

Voltage References

Fixed latency
Manager

*Not yet included 

[Q3 2017]

๏ No interface to GBT/concentrator yet



HGCAL TRIGGER FLOW
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HGCROC

Concentrator

TPG Stage 1

TPG Stage 2

Correlator

Front-end

Back-end  
Trigger primitive 

generator

CMS 
Trigger

Global trigger

~300 Tb/s

~40 Tb/s

~20 Tb/s

~2 Tb/s

๏ Resolution and granularity reduction,  
formation of trigger cells (TC) 

๏ Selects fraction of trigger cells 
(threshold or fixed number of highest energy TC) 

๏ Dynamical 2D clustering of trigger cells per layer 

๏ Formation of 3D clusters — trigger primitives (TP) 

๏ L1 trigger correlator with input from track trigger 

๏ Central CMS L1 trigger



2.1. Silicon sensors 21

2.1.2 Sensor properties and layout386

The silicon sensors for the CE-E and the inner parts of the CE-H will be planar DC-coupled387

hexagonal silicon sensors cut out of 8 inch (8”) wafers. The hexagonal shape of the sensors388

makes more efficient use of the available area of the circular wafers, as compared to square or389

rectangular sensors, while minimising the ratio of periphery to active surface. The vertices of390

the hexagonal sensors are truncated, allowing clearance for the mounting/fixation system, and391

further increasing the use of the wafer surface. Designs based on both hexagonal as well as392

square sensors were studied, and the system level implications of the the different geometries393

were considered and compared. These studies confirmed that, due to more complete use of the394

silicon wafers, deploying hexagonal sensors would result in a substantial cost reduction.395

As discussed above, sensors will have three different active thicknesses (300, 200 and 120 µm)396

in order to optimize the charge collection and operation conditions over the full lifetime of397

the HGCAL. The baseline substrate material is physically thinned p-type FZ silicon wafers for398

the 300 and 200 µm thick sensors, and p-type epitaxial on a handle wafer for the 120 µm thick399

sensors. P-type sensors are preferred, as these have been shown to be more robust against non-400

Gaussian noise due to radiation induced surface charge effects [ref Tracker R&D, calculations].401

In addition, the better characteristics and radiation tolerance expected for the NMOS input402

transistors of the front-end amplifier lead to a better expected S/N performance for p-type403

sensors as compared to n-type sensors. The possible use of n-type 300 µm sensors in the lower404

fluence part of the HGCAL remains an option under study, contingent on demonstrating a405

design which remains unaffected by non-Gaussian noise up to a fluence of 1015 neq/cm2, as406

this may result in significant cost savings compared to the baseline p-type sensors.407

Different sensor cell geometry and tiling options have been examined, and their system level408

implications have been considered. The ”three-fold diamond” configuration, shown schemati-409

cally in Fig. 2.3, was chosen as it allows convenient definition of symmetric sets of 2x2 and/or410

3x3 neighbouring cells to form trigger primitives, and the subdivision of the module into sym-411

metric domains for the readout chips, simplifying the layout of the module readout printed412

circuit board (PCB). Figure 2.4 shows the silicon wafer layouts using the three-fold diamond413

configuration.414

Figure 2.3: Schematic illustration of the three-fold diamond configuration of sensor cells on
hexagonal 8” silicon wafers, showing the groupings of trigger cells, (left) for the large, 1.18 cm2,
sensor cells, and (right) for the small, 0.53 cm2, cells.

The sensor periphery and guard ring design is based on that of the CMS Tracker, with a suitably415

TRIGGER: HGCROCV1
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ADC/TOT transfer changeover
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Simple concatenation OK for trigger purposes, full linearization can be implemented
in off-line reconstruction, but the small overlap makes direct calibration difficult

5

๏ Reduced energy resolution: 
๏ ADC/TOT linearization: automatic switching 
๏ Digitized charge data: 

• Gain: 11-bit ADC ➔ LSB @ 0.1 fC 
• TOT: 12-bit TDC ➔ LSB @ 2.5 fC 

๏ Compensate LSB ratio (~25) ➔ 17 bits

ADC/TOT linearisation

๏ Reduced granularity:  

๏ 4 (9) cells per Trigger Cell (48 per wafer) 

๏ Sum of 4 channels ➔ 17+2 bits 

๏ Compression:  

๏ 4+4 encoding ➔ 8 bits

Trigger Cells Data compression
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Figure 3.8: Overview of the major hardware components of the TPG for one of the two endcaps.
The other endcap is identical in structure.

In the first stage of the TPG, each board will receive up to 96 LpGBT links from on-detector. The887

layers in the CE-E section will have more than 96 links per layer, so the data from each CE-E888

layer will be shared across two boards. The CE-H layer data will fit into one board, although889

the last eight CE-H layers have only 48 links each and so two layers can be processed in one890

board. This will require a total of 48 boards per endcap. The outputs from these boards will be891

the 2D clusters and energy map for that layer. These will be transmitted to the boards in the892

second stage on 2304 links per endcap running at 16 Gbit/s.893

The second stage consists of 24 boards per endcap, each providing a processing node for a 24-894

fold time multiplexed system. These combine the 2D clusters in depth to form 3D clusters and895

the energy map data per layer will be combined with an appropriate weighting to give a total896

incoming transverse energy map. Each of the 24 boards in the second stage will then transmit897

the output data over twelve 16 Gbit/s links to the central L1T system, requiring 288 links per898

endcap.899

The TPG crates are separate from the DAQ crates. The TPG is also implemented in ATCA900

boards as it has to interface to the central DAQ system for its readout. The event data for the901

TPG will consist of the board inputs, outputs and some intermediate values. These will not902

all be read out for every event, but the maximum data volume per event would be around903

1.5 MByte, with the average substantially smaller at around 0.2 MByte. The latency buffer for904

these data must be implemented on the TPG boards themselves. The TPG crates therefore also905

require a DTH in the ATCA crate and the TPG boards send their event data to this. Hence, the906

ATCA crates for the TPG can contain 12 TPG boards for which one DTH board is sufficient to907

handle the rate. The whole system will require 12 ATCA crates and hence 6 racks. The major908

component counts are summarised in Table 3.2.909

3.4 Data acquisition system910

The HGCAL off-detector, or “backend” (BE), electronics consists of the data acquisition (DAQ)911

system, trigger primitive generator (TPG), detector control system (DCS) and detector safety912

system (DSS). Both the central DAQ [10] and L1 trigger [11] projects have produced interim913

BACK-END: TRIGGER PRIMITIVE GENERATOR

�29

๏ Stage 1:  

๏ Dynamical clustering based on 
the Nearest Neighbour TCs 
generates 2D clusters in each 
trigger layer 

๏ Stage 2:  

๏ Creation of 3D-clusters 
exploiting the longitudinal 
development of the shower 
using the projected position of 
each 2D cluster to identify its 
direction

๏ The Stage 1 –> Stage 2 data transmission is x24 time-multiplexed in 
order for all data from one endcap to be processed by one single FPGA



BACK-END: TPG HARDWARE
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๏ Both DAQ and TPG require boards with high I/O  
and significant processing power 

๏ Aim to use generic boards developed for the whole 
CMS trigger and DAQ systems, not only HGCAL 

๏ ATCA format 

๏ ~100 I/O links up to 16 or 25 Gbit/s in and out 

๏ Ultrascale(+) FPGA(s) for processing
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Example of stage 1 - 2D clustering
▶  Implemented in CMS software and VHDL
▶  Use MP7 board as VHDL "

implementation target
▶  FPGA resource sufficient
▶  Near-neighbors approach

§  Cluster contains "
all trigger cells"
topologicaly "
connected with "
seed 

06/07/17 CMS HGCAL Electronics 16

FW	 SW	

Seeding	Threshold	(e.g.	5 MIPt)
Clustering	Threshold	(e.g.	2 MIPt)	

RAW	

16 02/09/17 L. Mastrolorenzo – PANIC 2017 

Example of stage 1 - 2D clustering
▶  Implemented in CMS software and VHDL
▶  Use MP7 board as VHDL "

implementation target
▶  FPGA resource sufficient
▶  Near-neighbors approach

§  Cluster contains "
all trigger cells"
topologicaly "
connected with "
seed 

06/07/17 CMS HGCAL Electronics 16

FW	 SW	

Seeding	Threshold	(e.g.	5 MIPt)
Clustering	Threshold	(e.g.	2 MIPt)	

RAW	

Firmware implementation Example of stage 1 - 2D clustering
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#  L1-trigger Stage-1 algorithm, based 
on the nearest neighbours, has been 
succesfully implemented in VHDL 

! Sufficient FPGA resources 
on Virtex7 (LUT~70%) 

#  Generation of random RAW clusters 
to compare the hardware (HW) vs 
software (SW) reconstruction 
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#  A first simulation test shows a perfect agreement 
between the clustering outputs in SW and in FW. 

MPUltra - up to 96 
links in and out, 
each ~16 Gb/s

๏ Firmware simulations of the stage 1 algorithms show perfect agreement with software
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Example of stage 1 - 2D clustering
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implementation target
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#  A first simulation test shows a perfect agreement 
between the clustering outputs in SW and in FW. 



HGCAL SI-SENSOR AND WAFERS
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Florian Pitters (CERN) CMS HGCAL Upgrade for HL-LHC

Silicon Sensors

9

n Hexagonal geometry as largest tile-able polygon

➤ 6” and 8” sensors considered

➤ Cell sizes of ~0.5 cm2 and ~1 cm2 

➤ Cell capacitance of ~50 pF


➤ Will most likely need n-on-p for inner layers


n Some design goals

➤ 1kV sustainability to mitigate radiation damage 
➤ Four quadrants to study inter-cell gap distance and 

its influence on Vbd, Cint and CCE


n A few more details about those sensors

➤ Active thickness by deep diffusion or thinning

➤ Inner guard ring is grounded, outer guard ring is 

floating

➤ Truncated tips, so called mouse bites, for module 

mounting

➤ Calibration cells of smaller size for single MIP 

sensitivity at end of life

mouse bites calibration cells

Hamamatsu 6” 128ch design

contact pads

HGCal Si-Sensor and Wafers 

22 02/09/17 L. Mastrolorenzo – PANIC 2017 

From TIPP-2017 
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MIP Calibration
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A charge injection circuit with a large dynamic range will be used for covering both
the ADC and TOT ranges

6

๏ MIP calibration for the absolute calibration of the ADC 
๏ A charge injection circuit with a large dynamic range will be used for 

covering both the ADC and TOT ranges



SKIROC2CMS
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๏ Measurements from the SKIROC2_CMS currently used for HGCAL testbeams 

๏ Highlights the increasing difficulty of achieving good noise performance at 
short shaping time

Noise and shaping time
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Measurements from the SKIROC2_CMS currently used for HGCAL testbeams
Highlights the increasing difficulty of achieving good noise performance at short shaping
time

7

Time over threshold (TOT)

06/07/17 CMS HGCAL Electronics 10

▶  TOT measured in current sensitive 
config: "
Rf = 20 kΩ, Cf = 300 fF

▶  ADC range: 0 – 500 fC
▶  TOT range: > 500 fC

HGC ToT in high Pile-Up!

!"#$"#"%&'()&*+,-./0&1'&2.345-00& "6&

Time over Threshold (ToT)

• TOT measured in current sensitive config : Rf=20k Cf=300f
• ADC range : 0-500 fC TOT above
• energy reconstruction around 500 fC, calibration, pedestal evaluation

C. de La Taille  Front-End elecectronics TIPP 2017 45
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Time over Threshold (ToT)

• TOT measured in current sensitive config : Rf=20k Cf=300f
• ADC range : 0-500 fC TOT above
• energy reconstruction around 500 fC, calibration, pedestal evaluation
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▶  ADC / TOT switching
§  Simple concatenation OK for trigger
§  Full linearisation @ offline
§  Small overlap challange for 

calibration

SK2_CMS testbench results

CdLT HGCAL FEE 29 jun 17 7

ENC vs detector capacitance Coherent noise

Jitter vs input chargeTOT vs input charge

Good agreement with expectations
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Using FIR filters to manage occupancy
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3-coefficient analog or digital finite impulse response (FIR) filters can help managing the
high occupancy

Simulated for en=0.5 nV/
√

Hz, Cd=80 pF, 10-bit signal to noise ratio after the preamplifier,
with and without 1 fC (6250 e-) pileup noise in preceding samples 8



CONCENTRATOR ASIC
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Concentrator ASIC
▶  Basic task: receive, select 

and transmit trigger and data
§  In two separate chains

▶  HGCROC trigger output: "
4 e-links @ 1.28 Gb/s

▶  HGCROC data output: "
1 e-link @ 1.28 Gb/s

▶  Trigger logic:
§  Reducing event size
§  Threshold or fixed number 

of highest trigger cells 
selection 

§  Transmiting selected trigger 
cells and global sums

▶  Design and production to be 
in sync with VFE ASIC

06/07/17 CMS HGCAL Electronics 13

System overview

3

With	40	MHz	LHC	clock	


