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O Run-2 LHC
% L,¢>2x10% cm=2s!

g
% <PU>~ 60
% Rate ~ 40 MHz 5 zou
> Huge raw bandwidth 7
- Necessity to reduce rate by 3

factor ~40,000 o

O CMSis looking for rare processes

while keeping as much of our signals as
possible

@,

% Efficiency: rely on signal’s distinctive
features: presence of high p; objects,
topology, etc.

% Resilience: as independent to LHC

conditions as possible, in particular pileup

% Stability: large availability and easy
monitoring / maintenance

50001

Trigger: reject most of the uninteresting events
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CMS implements a sophisticated trigger system
in two levels: Level-1 Trigger (L1T, this talk) and
High-Level Trigger (HLT, see Laurent Thomas’' talk)

% >10° rate reduction!

CMS DETECTOR STEEL RETURN YOKE
12,500 tonnes

Total weight : 14,000 tonnes 5500 tor SILICON TRACKERS u s
Overall diameter :15.0m Pixel (100x150 ym) ~16m* ~66M channels
Overall length :28.7m Microstrips (80x180 pm) ~200m* ~9.6M channels

Magnetic field  :3.8T

~40 MHz

SUPERCONDUCTING SOLENOID
Niobium titanium coil carrying ~18,000A

MUON CHAMBERS
Barrel: 250 Drift Tube, 480 Resistive Plate Chambers

Endcaps: 468 Cathode Strip, 432 Resistive Plate Chambers
~100 kHz

PRESHOWER
Silicon strips ~16m* ~137,000 channels
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FORWARD CALORIMETER
Steel + Quartz fibres ~2,000 Channels

CALORIMETER (ECAL)
~76,000 scintillating PBWO, crystals
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HADRON CALORIMETER (HCAL)

Brass + Plastic scintillator ~7,000 channels

v %J
J |.1T ~1 kHz

Detectors
Digitizers

Front end pipelines
40 MHz synchrounous

Readout buffers
100 kHz asynchrounous

Readout networks
1 Terabil's bandwidth

Event filter
TeraFlops processor farms

Mass storage
Petaflops archive

Level-1 is implementing generic-designed electronics boards to process the data

from the Calorimeters (ECAL+HCAL) and the Muon systems
Total latency: 3.8 us
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Calorimeter trigger upgrade

Upgraded calorimetric trigger: Reconstruction of L1 e/y, tau, jets and sums (MET, HT)
< Improved calorimetric resolution > better E; N
assignement B / ,
% Improved e/y and tau isolation -> better objectID E== = ‘\\‘>~4 00 =
< Implementation of L1 PU estimator and subtraction = — \M o =
- better resilience to LHC conditions for all objects = —=

% Enhanced capabilities at Global Trigger > many
more/more sophisticated algorithms

% See also poster by Sandeep Bhowmik
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High pileup fill 2016

CTP7 / Layer-1 ECAL HCAL HF New architecture & new hardware

. Ve (since 2016)
I I I I l i % Layer-1receives Trigger Primitives

| from the subdetectors & performs
Layer 1 cards transm =S
48 links @ 10G

calibrations

_~- * Time-multiplexing: full-detector
o ez ] 10 data from a single bunch-

e ™" . Cards s crossing sent to a single card in

] 0 T s Layer-2: L1-calo objects built and
Node 2 MP cand @ 10Gb/s seni. .l.o MGT
: Redundant Nodes 3109 Flexible system % Objects combined into algorithms
MP7 / L;Jyel'-z == Slnﬂi::;ng‘:a;f:;‘o;:;irlt by MGT, final decision taken
* provide extra logic resources.
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Jet algorithm & performance

Input granularity inequality masks avoid self-
masking and double counting

p
Search for TT above threshold and maximum in 9x9 window (approximately the
size of an AK4 offline jet)
“Chunky donut” pileup subtraction

2 2
E; in 3x9 regions around the jet computed

Energy in 3 lowest E; regions used to determine PU energy density ..
Scaled & subtracted to the individual jet E; SHEE

Access to higher granularity than previous system (single TT)

Sliding window jet algorithm

v
v

Calibration

Corrected energies as function of n and E;
chunky donut area
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Sums algorithm & performance

Types of algorithms

HT: scalar E; sum of jets with E; > 30 GeV with |n|<2.4

Missing fransverse energy (MET): norm |-ZE;| of frigger

towers up to |1 | =5 Typical thresholds @ 2E34

Pileup mitigation MET > 130 GeV
P MIlg HT > 360 GeV

Exclude energy deposits from the MET calculation
below a dynamic n-dependent threshold calculated
using an estimate of the pileup in the event
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Pt L1 e/y algorithm & performance

Dynamic clustering around local maximum (seed)
* Recovering the energy loss due to tracker material

» Extension of the cluster in ¢ to recover brem
*  Minimizing effect of pileup contributions
* Improved energy resolution

e/y calibration

= @fy-like

-
%

. Seed tower

Calibration depending on ET, n and the reconstructed shape B Fist neighbours . .
X ™ X Second neighbours jet- Ilke
e/y identification
« Shape veto = e/y have more compact shapes than jets Typical thresholds @ 2E34
o S P v nche sl hackoric deodts ™ SingjesobG > 30 GeV
T DoubleEG > 25,14 GeV
CMS Preliminary, 2017 41.3 o' (13 TeV] .
n > [T MESTS B f ] : TripleEG > 18,17,8 GeV
e — ;g i ZMQ,S,,*,, , tp""*di = g e a
| o osl : W osf- .
¢ 2l . 2018 data % Excellent performance
"o e °° I et < Good pileup resilience
0l fe v 0l B S00eV) | % Loose/Tight isolation
N . Lo o working points adapted
: W ey ' to different kinematic
R = 0 Q01520 25 30 35 40 45 50 55 60 I'egimes

e offl
Er*" [GeV] Number of vertices
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L1 « clustering algorithm Typical thresholds @ 2E34
EG-cluster type as baseline to L1 fau reconstruction DoubleTau > 34, 34 GeV
Merging with one neighboring cluster possible - captures multi- SingleTau > 120 GeV
prong hadronic tau signatures

EGTau > 22, 26 GeV

n

t calibration
Calibration depending on E;, n and the E/H fraction

v¢

<

t identification
Isolation energy (E;*?-E;#) & cut depends on ny, E; and n

—

[
_ WS Prolminary 2018data 1.1 16" (13 Tev) _ (WS Preiminary 2017data 409 10" (13 Tev) Reconstructed Isolation window
g 1 2 1 tau (no merge) n /
8 S /
N e |
ITRY £ W os
fj; 2018 data | onetay :
i reconstructed >
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0.4 {  Isolated, E""'> 38 GeV 0.4 + Endeaps
02? / ol 5o 0 Go < Excellent performance
- / Vs I fsolaed, £1'>30 GV < Excellent pileup resilience
N R R AR R R T T T N SR DN B D DU DU % Thresholds maintained
Y0 20 30 40 50 60 70 80 90 100 o 10 20 30 40 50 60 throughout 2016-2018 thanks to

7, offline GeV i . H
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Muon frigger upgrade

Upgraded muon triggers (2016)

% Moved from a muon detector-based scheme (DT,
RPC, and CSC) to a geometry-based system

- Muon track finders: BMTF, OMTF and EMTF

% Bring in together data from the three

complementary detector technologies early in the

track finding procedure to improve resolution &

redundancy

higher efficiency and better rate reduction

% See dlso poster by Marcin Konecki

\Z

Muons from all 3 systems processed in Global
Muon Trigger, which provides

< Transverse momentum
*  Quality (e.g. number of hits)

% Correlation between systems (RPC+DT,
RPC+CSC)

2018-07-05

CSC
TPs

Muon .
Port Card Link
Board

=

TwinMux

—

Endcap
Track
Finder

Overlap
Track
Finder

Barrel
Track
Finder

Global
Muon Trigger

Global Trigger
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Typical thresholds @ 2E34

OMTF & EMTF: pattern-based frack finding and py SingleMu > 22 GeV
assignment w/ look-up-table based on an MVA for p; DoubleMu > 15. 7 GeV

assignment in EMTF TripleMu > 5, 3, 3 GeV

BMTF: road search extrapolation track finder is used
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the overlap region resilience w.r.t. legacy system
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L1 Global Trigger & advanced algos

uGT: receives all objects from calorimeter trigger (jets, VBF = Vector Boson Fusion

sums, e/y, T) and muons (from uGMT) q

% Combination of objects: algorithms tailored for physics

% Implements multiple processing boards to accommodate W/z
~512 algorithms (486 in 2017) -— H

% Processing power enables complex correlation algorithms W/z
(including invariant mass computation)

% Evolution of the trigger menu with luminosity and pile-up q Q
conditions - Triggering on the Higgs

- Implementing twice as much cross-triggers in 2017 w.r.t. production mode

2016 to provide efficient triggering w/ low thresholds

MGT Crc“'e w"‘h 6 MP7 boqrds . E:MS Preliminary 2017 Data 12.7 fo™' (13 TeV) .
———a - 5T Advanced algorithm for VBF
wor s o2 S i —~> First dedicated VBF trigger
- 0.8 . °
\\\ =M 1 N f implemented in the core of
g/ K 134 { o.eé i atlast 1 nln (offin) et wi the level-1 decision:
‘ ~ ik > 0_5;@ B significant gain in
: 7 . acceptance for a large
; ! ' B\ g 4 o at least one pair with m_> 620 GeV °
e .| oo e panel of physics analyses
/a I~ acf74V 4 ..;._ 02? o W—l+v +2jets
y g A o 5 e VBFH-tt

:\H\‘\H\‘\H\‘\H\‘H\\‘\H\‘HH‘HH‘HH‘HH
500 600 700 800 900 1000 1100 1200 1300 1400 1500
offline m, [GeV]
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Summary

CMS fully upgraded its L1 Trigger hardware & strategy in 2015-16

Excellent performance: thresholds maintained in spite of LHC exceeding all
expectations in terms of instantaneous luminosity and pileup

System features advanced technical solutions (high-speed links, large FPGA,
MTCA platforms, time-multiplexing, central control systems) that enable
flexibility of algorithms, scalability and easy maintenance

Development of increasingly sophisticated and targeted algorithms to
increase acceptance to specific signals
- Algorithms progressively getting closer to what is done at higher levels

System is a working baseline for the Phase-2 CMS L1T upgrade: experience in
the Phase-1 upgrade extremely valuable

* Flexibility and standardization of processor boards to insure high
selectivity
- See following talk by Silvio Donato
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Calo trigger: algorithms & firmware

Key algorithmic features

full calorimeter tower granularity
@ 720 Gb/s (72 x 82 M)
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Full event view: event-by-event
pileup estimation for (e/y, T & MET)

nTT

lllllllll

11 0.2 03
n(L1) - n(offiine)

i = 1
=2
i0=3

i =72

in=-4 ! in=+4

in<0 ;

. in>0

vwher

ommunication

Firmware design

~
w
w
4
~
o
<}
2
a
£
o
=
o
3
<

L)

L/
0’0

7
0’0

\/
0’0

9

Split into algo. and infrastructure

Resource usage due to complex
algorithms

Algorithms clocked @ 240 MHz
Pipelined in n slices
Easily scalable

. Towers . Clusters . Jets Sorting

MGTs and DAQ buffers

MGTs and DAQ buffers



