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Rare decays have a track record 

  K0àµµ: predicted charm quark 
–  mc < 5 GeV 
–  J/ψ discovered 4 years later 
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ABSTHACT 

Hare decay modes of the such as 1\: ..... fl fL K --"' v v. 1\: -y y. 

K-+ rryy and K -rree are or theoretical intet·est since here ·we are 

observing higher order weak and interactions. Hecent 

advances in unified gauge theot·y of weak and interactions 

allow in principle u·nambig:uous and finite predictions for these processes, 

The above processes. which are ''induced" i!l.S! 1 transitions, 

are a good test_ing ground for the cancellation mechanism first invented 

by Glashow, Iliopoulos and :\-laiani (GIM) in order to banish ! 6-S I "'1 

neutral currents. The experimental suppression of KL - 1-J!J., and non-

suppression of KL-yy must find a natural explanation in the Gli\'l 

mechanism which makes use of extra quarkls). 

The procedure we follow is the following: we deduce the effective 

interaction Lagrangian for >..+ n -• 1 + 1 and >..+n- y +y in the free quark 

model; then the appropriate matrix elements of these operators between 

hadronic states are evaluated with the aid of the principles of conserved 

vector cttrrent and partially conserved axial vector current. We focus 

our attention on the Weinbel'g:-Salam model. In this model, K -- fJ. fJ. 

is suppressed due to a fortuitous cancellation, To explain the small 

KL-KS mass difference and nonsuppression of KL- yy, it is found 

necessary to assume m I m 1 << i where m is the mass of the p-
p p p 

quark and m' the mass of the charmed quark, and m 1 < 5 GeV. \re 
p p 

present a phenomenological argument which indicates that the average 
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of charmed pseudoscalar states lies below 10 GeV. 

The effP.ctive interactions so constructed are then used to estimate 

the t·ates of uther proces::;es, Sorne of the t·csults are: .KS -yy-is 

suppressed; K3 - "YY pt·oceeds at a not·mal rate, but KL __,. rryy is 

suppressed; 1\:l. rr v v i.-; vet·y much 

with the branching: t·<it io of -10- 9; K ·+ 

' ' -fot·bidden, and K ·•rr vv occurs 

·• ----- rr e e has the branching ratio of 

-10- 6 which i::; compat•abl.e to the presently available experimental upper 

bound. The p1·edictions of other models are bl'iefly discussed, 

Helevant t·enorrnalization procedures and computational details 

are discussed in Appendices. 
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··/2 
2 2a 2 .2 

fK mK E 0 cos fJ c sm () c 

(This estimate is for a triplet-quark schem'e; for the 3 

the above should be multiplied by 2/3.) 

Thus, 

The KL - K
5 

ma·ss difference is given by 

. . 1 

( -2 - o I '" I o ) ' 
mL- m 5 = mK 1 + mK <K . -d-eff K > 

( 
-2 -o o 1 

-mK_ 1 - mK <K ! - I K >) 2 

m - m L S 
mK 

_!_<if I -
mK 

Ko> 

"" 
2 a . 2 2 

fK -:r;- Eo stn ec cos ec 

-I 2 
""€0 x5x10 

Exp-erimentally the left hand side is about 0, 7 x 10- 14 , so we have 

-3 
E=i.4x10 

Eq.uation (2. 8) is compatible [see Eqs. {F. 4-5)]· either with 

m m and large, and m ' m -::: 1 GeV, or m << m 'and 
pp· PP. P P 

m 1-::: 2 GeV, We argue in the next section, in connection with the 
p 

nonsuppression of the KL _.. y _Y rate, that the latter is the logically 

tenable alternative. In this case 

I . 2 I -2 
E =Eo ,1n{E 0 sln fl\\')·"" 10 (2. 91 
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\\hat is the meaning of the suppression factor c? Th"e expression 

{2. 4)1 couched as it is in the language of the ft·ee quark model, is hard to 

inteq:Jret in the context of a realistic model. Nevertheless, it indicates 

the degree to which the Gl:\1 cancellation mechanism must be effective, 

and suggest:o that charmed meson states cannot be too massive, We 

suggest that in a more realistic model {which we shall discuss elsewhere) 

the suppression factor will take the form 

,_ 
2 2 

m c m\\' 
2 2 £n --2-

m\\ ;;in 0 \\' me 

in the limit of chiral Sl:(3) x Sl"{3) symmetry, where me is the average 

mass of the charmed pseudoscalar mesons. If this is correct, we 

expect me to be less than, sa)•, 10 GeV. The experimental implications 

of the existence of charmed mesons have already been discussed by GIM, 

Snow ail.d other,.;, 1 -'i,ib 

Finally, with the suppression factor € of the order of {2.9), the 

weak contribution to" he well within the bounds implied 
L 

by the experimental data even if the cancellatiqn of the axial vector 

part were not complete. 

2. 2 !..:: - 1T v \' 

The effective interaction derived in (A.?) for the elementary process 

)... + n _,. 1 ... £ allows us to the rates for K + ..... rr + v + v, Noting that 

{1-"V )\ 1 K+> l r +{p l r 
fl 5 +fL+ -fJ. 

-0.- ,u r-u 
-...2<:r n y (1-y );>..· K > =-"'·2<-rr .>-'V (1-y )n K > 

v 5 fl 5 

Phys.Rev. D10 (1974) 897  B.W. Lee 



Heavy Flavour = Precision search for NP 

  Historical record of indirect discoveries: 

Particle Indirect Direct 
ν β decay Fermi 1932 Reactor ν-CC Cowan, Reines 1956 

W β decay Fermi 1932 Wàeν UA1, UA2 1983 

c K0àµµ GIM 1970 J/ψ Richter, Ting 1974 

b CPV K0àππ CKM, 3rd gen 1964/72 Υ Ledermann 1977 

Z ν-NC Gargamelle 1973 Zà e+e- UA1 1983 

t B mixing ARGUS 1987 tà Wb D0, CDF 1995 

H e+e- EW fit, LEP 2000 Hà 4µ/γγ CMS, ATLAS 2012 

? What’s next ? ? ? 
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Heavy Flavour = Precision search for NP 

  Direct discoveries rightfully higher valued: 

Particle Indirect Direct 
ν β decay Fermi 1932 Reactor ν-CC Cowan, Reines 1956 
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Heavy Flavour = Precision search for NP 
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Heavy Flavour = Precision search for NP 

  Depending on your model, sensitive to multi-TeV scales, eg: 

Flavour: new-physics scale?
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From Uli Haisch, 31 Aug 2016 
arXiv:1510.03341 
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µB→µµ is ratio BRexp/BRSM 



Two types 

  Fully leptonic 

 
 
 
  “Half-leptonic” 

 
 

Ø  It’s all about FCNC EW Penguins 
§  (= Flavour Changing Neutral Current - Electro Weak) 

Ø  Suppressed in the SM, so NP effects can compete 
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Two types 

  Fully leptonic 

 
 
 
  “Half-leptonic” 

 
 

Ø  It’s all about FCNC EW Penguins 
§  (= Flavour Changing Neutral Current - Electro Weak) 

Ø  Suppressed in the SM, so NP effects can compete 
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Two types 

Ø  It’s all about FCNC EW Penguins 
§  (= Flavour Changing Neutral Current - Electro Weak) 

Ø  Suppressed in the SM, so NP effects can compete 
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The first penguin: 



Outline: A wealth of sensitive probes! 
 
  Rare Strange and Charm 

–  Leptonic:   KS
0→ µ+µ-   D0→ µ+µ-  D0→ e+µ- 

–  FCNC:   K+/0→ π+/0νν  D0→ h+h-µ+µ-   

–  Baryonic:   Σ+→ pµ+µ-   Λc
+→ pµ+µ- 

 
  Rare Beauty 

–  Leptonic:   B0
(s)→ µ+µ-   B0 

s→ τ+τ-   B0→ e+µ-  
–  FCNC:   B0→ K*µ+µ-  B0

s→ (φ)K0*µ+µ-   

–  Baryonic:   Λb
0→ Λ0µ+µ- 

–  Semi-leptonic:  B0→ D(*)µ+ν  Bc
+→ J/ψ µ+ν 

  Observables: 
–  Branching fraction 
–  Decay rate  
–  Angular distributions 
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Outline 
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Flavour Changing Neutral Current Charged Current 

Leptonic Mesonic           Baryonic Semi-leptonic 
 
 
 
 

Strange KS
0→ µ+µ- K+ → π+νν 

K0 → π0νν 
Σ+→ pµ+µ-  

 
Charm D0→ µ+µ-

D0→ e+µ- 
D0→ h+h-µ+µ- 

J/ψ→D0e+e- 
Λc

+→ pµ+µ-  
 

Beauty B0
(s)→ µ+µ-   

B0
(s)→ τ+τ-  

B0
(s)→ e+µ-  

B0 → K(*)µ+µ-/e+e- 

B+ → K(*)µ+µ-/e+e- 
B0

s→ φµ+µ- 
B0

s→ K*µ+µ- 

Λb→ Λ µ+µ- B0  → D(*)µ+ν / τ+ν 
Bc

+→ J/ψµ+ν / τ+ν 
 

γ/Z

W

b

µ+

µ−

s

W
γ/Z0

b

s

µ

µ

W−

b

ν

µ−

c
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New in 2018 



  NA62 
–  K+à π+νν (preliminary) 
–  Observed 1 event  

•  expect 0.27 signal + 0.15 bkgd 

 

 
  KOTO 

–  K0à π0νν (preliminary) 

  Relatively new field within LHCb 
–  KS

0à µ+µ- 

–  Σ+à pµ+µ- 

Strange 
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Result

27/03/2018

One Event in R2

Giuseppe Ruggiero - CERN EP Seminar 60

Moriond EW, R. Marchevski, 11 Mar 2018 

B K + → π +νν( ) <14×10−10 (95% CL)

20 SM events expected before LS2 (2019) 

Z

W

s

ν̄

ν

d

B K + → π +νν( ) <10×10−10 (expected)

B K + → π +νν( ) = 1.5−0.5
+1.3( )×10−10 (E787/E949, BNL)

B K + → π +νν( ) = 0.84± 0.10( )×10−10 (SM, A. Buras)

K+àπ+π0 

2016 data (1 month) 

u 

u 



  NA62 
–  K+à π+νν (preliminary) 

 
  KOTO 

–  K0à π0νν (preliminary) 
–  Observed 0 event  

•  expect 0.40 ± 0.18 bkgd 

 

  Relatively new field within LHCb 
–  KS

0à µ+µ- 

–  Σ+à pµ+µ- 
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Expect B<12 x 10-10 with full 2015-2018 data 
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• No signal candidate observed
• BR<3.0×10-9 @90C.L. 

18年7月7日土曜日B K 0
L → π 0νν( ) < 30×10−10 (90% CL)

B K 0
L → π 0νν( ) = 0.3×10−10 (SM)

2015 data 

ICHEP 2018, K. Shiomi and B. Beckford, 6 July 2018 
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Figure 2: Fits to the reconstructed kaon mass distributions, for the two most sensitive BDTcb

bins in the two trigger categories, TOS
µ

and TOS
µµ

. The fitted model is shown as the solid blue
line, while the combinatorial background and K0

S ! ⇡+⇡� double misidentification are overlaid
with dotted red and dashed green lines, respectively. For each fit, the pulls are shown on the
lower smaller plots.

10

Strange 

LHCb, JHEP05 (2018) 024 

  NA62 
–  K+à π+νν 

 
  KOTO 

–  K0à π0νν (preliminary) 
 

  Relatively new field within LHCb 
–  KS

0à µ+µ- 

–  Σ+à pµ+µ- 

18 

Table 2: Relevant systematic uncertainties on the branching fraction. They are separated, using
horizontal lines, into relative uncertainties on (i) ↵

ij

, (ii) on the signal yield from the signal
model used in the mass fit, and (iii) on the branching fraction, obtained combining the two
categories, from the background model.

Source TOS
µ

TOS
µµ

Tracking 0.4% 0.4%
Selection 1.9% 1.8%
Trigger 8.1% 11.5%
K0

S pT spectrum 4.3% 4.3%
Muon identification 0.2% 0.3%

Signal mass shape 0.8% 0.8%

Background shape 0.9%

K0
S ! ⇡+⇡� decays, a↵ecting the mass region below the K0

S mass, while the combinatorial
background mass distribution is described by an exponential function. The background
model is validated on simulation, and its parameters are left free in the fit to data
to account for possible discrepancies. An alternative combinatorial background shape,
based on a linear function, is used instead of the exponential function to determine a
systematic uncertainty due to the choice of the background shape. The normalisation
channel candidates within the mass region [460, 530] MeV/c2 are counted, leading to
N(K0

S ! ⇡+⇡�) = 70 318 ± 265. The µ+µ� invariant mass distributions for the two
highest BDTcb bins, which exhibit the best signal-to-background ratio and therefore the
best sensitivity for a discovery, are shown in Fig. 2.

A simultaneous maximum likelihood fit to the dimuon mass in all BDTcb bins is
performed, using the values of ↵

ij

given in Table 1, to determine the branching fraction.
The quoted systematic uncertainties are included in the likelihood computation as nuisance
parameters with Gaussian uncertainties. A posterior probability is obtained by multiplying
the likelihood by a prior density computed from the result based on the 2011 data sample.
Limits are obtained by integrating 90% (95%) of the area of the posterior probability
distribution provided by the fit, as shown in Fig. 3. Due to the much larger sensitivity
achieved with the 2012 data, the inclusion of the 2011 data result does not have a significant
e↵ect on the final limit, and a uniform prior would have provided very similar results.

In conclusion, a search for the K0
S ! µ+µ� decay based on a data sample corresponding

to an integrated luminosity of 3 fb�1 of proton-proton collisions, collected by the LHCb
experiment at centre-of-mass energies

p
s = 7 and 8TeV, allows upper limits to be set on

the branching fraction

B(K0
S ! µ+µ�) < 0.8 (1.0)⇥ 10�9 at 90% (95%) CL.

This result supersedes the previous upper limit published by LHCb [6], and represents a
factor 11 improvement.
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produced in the LHCb acceptance in the considered dataset. The number of expected
signal ⌃+ ! pµ+µ� candidates is 23± 20 assuming a branching fraction of (5± 4)⇥ 10�8,
to cover the range predicted by the SM.

The observed number of signal ⌃+ ! pµ+µ� decays is obtained with a fit to the pµ+µ�

invariant-mass distribution in the range 1149.6 < m
pµ

+
µ

� < 1409.6MeV/c2. The signal
distribution is described by an Hypatia function [43]. The peak position and resolution
are calibrated using the control channel K+ ! ⇡+⇡�⇡+ and by comparing distributions
in data and simulation. No bias is seen in the peak position, while a relative positive
correction of 25% with respect to the simulation is applied to the resolution. A resolution
of 4.28 ± 0.19MeV/c2 is obtained for the signal ⌃+ ! pµ+µ� distribution and is used
in the fit to define a Gaussian constraint to the width of the signal distribution. The
combinatorial background is described as a modified ARGUS function with all parameters
left free with the exception of the threshold, which is fixed to the kinematic limit. The
shape of this background is also cross-checked with that of pµ+µ+ candidates in data.

The invariant mass distribution of the ⌃+ ! pµ+µ� candidates in data is shown
in Fig. 2. The significance of the signal is 4.1 �, obtained from a comparison of the
likelihood value of the nominal fit with that of a background-only fit [44], and with
the relevant systematic uncertainties included as Gaussian constraints to the likeli-
hood. A signal yield of 10.2 +3.9

� 3.5

is observed. The corresponding branching fraction
is B(⌃+ ! pµ+µ�) = (2.2 +0.9

� 0.8

+1.5

� 1.1

)⇥ 10�8, where the first uncertainty is statistical and
the second is systematic, consistent with the SM prediction. As a cross-check, the fit is
repeated with tighter or looser requirements on the BDT or on the particle identification
variables, and the signal yield is found to vary consistently with the signal e�ciency. The
fit is also repeated assuming a linear function for the background, in place of an ARGUS
function, and the signal yield and significance are found to be stable. Candidates in data
are composed of about 48% ⌃+ anti-baryons in the final sample.

The distribution of the dimuon invariant mass after background subtraction, performed
with the sPlot method [45], is shown in Fig. 3. A scan for a possible resonant structure
in the dimuon invariant mass is performed, considering a region within two times the
resolution in the pµ+µ� invariant mass around the known ⌃+ mass. The distribution of
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these candidates as a function of the dimuon invariant mass is shown in the supplemental
material to this Letter [46]. Steps of half the resolution on the dimuon invariant mass,
�(m

µ

+
µ

�), are considered in this scan, following the method outlined in Ref. [47]. The
value of �(m

µ

+
µ

�) varies in the range [0.3, 2.3]MeV/c2 depending on the dimuon invariant
mass as shown in Ref. [46]. For each step the putative signal is estimated in a window of
±1.5⇥ �(m

µ

+
µ

�) around the considered particle mass, while the background is estimated
from the lower and upper sidebands contained in the range [1.5� 4.0]⇥ �(m

µ

+
µ

�) from
the same mass. Only one of the two sidebands is considered when the second is outside
the allowed kinematic range. The local p-value of the background-only hypothesis as a
function of the dimuon mass is shown in Ref. [46], and no significant signal is found. The
fit to the pµ+µ� invariant mass is then repeated restricting the sample to events within
1.5 times the resolution from the putative particle (m

µ

+
µ

� 2 [214.3± 0.75]MeV/c2). No
significant signal is found and a yield of 3.0 +1.7

� 1.4

is measured corresponding to 30% of the
⌃+ ! pµ+µ� yield. An upper limit on the branching fraction of the resonant channel is
thus set with the CL

S

method [48] at B(⌃+ ! pX0(! µ+µ�)) < 1.4⇥ 10�8 (1.7⇥ 10�8)
at 90% (95%) confidence level.

In summary, a search for the ⌃+ ! pµ+µ� rare decay is performed by the LHCb
experiment using pp collisions at centre-of-mass energies

p
s = 7 and 8TeV, corresponding

to an integrated luminosity of 3 fb�1. Evidence for the ⌃+ ! pµ+µ� decay is found
with a significance of 4.1 standard deviations, including systematic uncertainties. A
branching fraction B(⌃+ ! pµ+µ�) = (2.2 +1.8

� 1.3

)⇥ 10�8 is measured, consistent with the
SM prediction. No significant peak consistent with an intermediate particle is found in
the dimuon invariant-mass distribution of the signal candidates.
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these candidates as a function of the dimuon invariant mass is shown in the supplemental
material to this Letter [46]. Steps of half the resolution on the dimuon invariant mass,
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+
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�), are considered in this scan, following the method outlined in Ref. [47]. The
value of �(m
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+
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�) varies in the range [0.3, 2.3]MeV/c2 depending on the dimuon invariant
mass as shown in Ref. [46]. For each step the putative signal is estimated in a window of
±1.5⇥ �(m
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+
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�) around the considered particle mass, while the background is estimated
from the lower and upper sidebands contained in the range [1.5� 4.0]⇥ �(m

µ

+
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�) from
the same mass. Only one of the two sidebands is considered when the second is outside
the allowed kinematic range. The local p-value of the background-only hypothesis as a
function of the dimuon mass is shown in Ref. [46], and no significant signal is found. The
fit to the pµ+µ� invariant mass is then repeated restricting the sample to events within
1.5 times the resolution from the putative particle (m

µ

+
µ

� 2 [214.3± 0.75]MeV/c2). No
significant signal is found and a yield of 3.0 +1.7

� 1.4

is measured corresponding to 30% of the
⌃+ ! pµ+µ� yield. An upper limit on the branching fraction of the resonant channel is
thus set with the CL

S

method [48] at B(⌃+ ! pX0(! µ+µ�)) < 1.4⇥ 10�8 (1.7⇥ 10�8)
at 90% (95%) confidence level.

In summary, a search for the ⌃+ ! pµ+µ� rare decay is performed by the LHCb
experiment using pp collisions at centre-of-mass energies

p
s = 7 and 8TeV, corresponding

to an integrated luminosity of 3 fb�1. Evidence for the ⌃+ ! pµ+µ� decay is found
with a significance of 4.1 standard deviations, including systematic uncertainties. A
branching fraction B(⌃+ ! pµ+µ�) = (2.2 +1.8

� 1.3

)⇥ 10�8 is measured, consistent with the
SM prediction. No significant peak consistent with an intermediate particle is found in
the dimuon invariant-mass distribution of the signal candidates.
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these candidates as a function of the dimuon invariant mass is shown in the supplemental
material to this Letter [46]. Steps of half the resolution on the dimuon invariant mass,
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�), are considered in this scan, following the method outlined in Ref. [47]. The
value of �(m
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mass as shown in Ref. [46]. For each step the putative signal is estimated in a window of
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�) around the considered particle mass, while the background is estimated
from the lower and upper sidebands contained in the range [1.5� 4.0]⇥ �(m

µ

+
µ

�) from
the same mass. Only one of the two sidebands is considered when the second is outside
the allowed kinematic range. The local p-value of the background-only hypothesis as a
function of the dimuon mass is shown in Ref. [46], and no significant signal is found. The
fit to the pµ+µ� invariant mass is then repeated restricting the sample to events within
1.5 times the resolution from the putative particle (m
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+
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� 2 [214.3± 0.75]MeV/c2). No
significant signal is found and a yield of 3.0 +1.7

� 1.4

is measured corresponding to 30% of the
⌃+ ! pµ+µ� yield. An upper limit on the branching fraction of the resonant channel is
thus set with the CL

S

method [48] at B(⌃+ ! pX0(! µ+µ�)) < 1.4⇥ 10�8 (1.7⇥ 10�8)
at 90% (95%) confidence level.

In summary, a search for the ⌃+ ! pµ+µ� rare decay is performed by the LHCb
experiment using pp collisions at centre-of-mass energies

p
s = 7 and 8TeV, corresponding

to an integrated luminosity of 3 fb�1. Evidence for the ⌃+ ! pµ+µ� decay is found
with a significance of 4.1 standard deviations, including systematic uncertainties. A
branching fraction B(⌃+ ! pµ+µ�) = (2.2 +1.8
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)⇥ 10�8 is measured, consistent with the
SM prediction. No significant peak consistent with an intermediate particle is found in
the dimuon invariant-mass distribution of the signal candidates.
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Decays of charm hadrons into final states containing dimuon pairs may proceed via the
short-distance c ! uµ+µ� flavor-changing neutral-current process, which in the standard
model can only occur through electroweak-loop amplitudes that are highly suppressed
by the Glashow-Iliopoulos-Maiani mechanism [1]. If dominated by these short-distance
contributions, the inclusive D ! Xµ+µ� branching fraction, where X represents one or
more hadrons, is predicted to be O(10�9) [2] and can be greatly enhanced by the presence of
new particles, making these decays interesting for searches for physics beyond the standard
model. However, long-distance contributions occur through tree-level amplitudes involving
intermediate resonances, such as D ! XV (! µ+µ�), where V represents a ⇢0, ! or �
vector meson, and can increase the standard model branching fraction up to O(10�6) [2–4].
The sensitivity to the short-distance amplitudes is greatest for dimuon masses away from
resonances, though resonances populate the entire dimuon-mass spectrum due to their
long tails. Additional discrimination between short- and long-distance contributions can
be gained by studying angular distributions and charge-parity-conjugation asymmetries,
which in scenarios beyond the standard model could be as large as O(1%) [4–9]. Decays
of D0 mesons to four-body final states (Fig. 1) are particularly interesting in this respect
as they give access to a variety of angular distributions. These decays were searched for
by the Fermilab E791 collaboration and upper limits were set on the branching fractions
in the range 10�5–10�4 at the 90% confidence level (CL) [10]. More recently, a search for
nonresonant D0 ! ⇡+⇡�µ+µ� decays (the inclusion of charge-conjugate decays is implied)
was performed by the LHCb collaboration using 7 TeV pp-collision data corresponding to
1 fb�1 of integrated luminosity [11]. An upper limit of 5.5 ⇥ 10�7 at the 90% CL was set
on the branching fraction due to short-distance contributions, assuming a phase-space
decay.

This Letter reports the first observation of D0 ! ⇡+⇡�µ+µ� and D0 ! K+K�µ+µ�

decays using data collected by the LHCb experiment in 2012 at a center-of-mass energyp
s = 8 TeV and corresponding to an integrated luminosity of 2 fb�1. The analysis is

performed using D0 mesons originating from D⇤+ ! D0⇡+ decays, with the D⇤+ meson
produced directly at the primary pp-collision vertex (PV). The small phase space available
in this decay allows for a large background rejection, which compensates for the reduction
in signal yield compared to inclusively produced D0 mesons. The signal is studied
in regions of dimuon mass, m(µ+µ�), defined according to the known resonances. For
D0 ! ⇡+⇡�µ+µ� decays these regions are: (low-mass) < 525 MeV/c2, (⌘) 525–565 MeV/c2,
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ū

u

ū
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Figure 1: Example diagrams describing the (left) short- and (right) long-distance contributions
to D0 ! h+h�µ+µ� decays, where q = d, s and h = ⇡,K.
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upper limits are derived using a frequentist approach based on a likelihood-ratio ordering
method that includes the e↵ects due to the systematic uncertainties [24, 25]. For the ⌘
region of D0 ! K+K�µ+µ�, where no fit is performed, the limit is calculated assuming
two signal candidates and zero background. Integrating over dimuon mass, and accounting
for correlations [23], the total branching fractions are measured to be

B(D0 ! ⇡+⇡�µ+µ�) = (9.64 ± 0.48 ± 0.51 ± 0.97) ⇥ 10�7,

B(D0 ! K+K�µ+µ�) = (1.54 ± 0.27 ± 0.09 ± 0.16) ⇥ 10�7. (2)

The two results have a correlation of 0.497 and are consistent with the standard model
expectations [4].

In summary, a study of the D0 ! ⇡+⇡�µ+µ� and D0 ! K+K�µ+µ� decays is
performed in ranges of the dimuon mass using pp collisions collected by the LHCb
experiment at

p
s = 8 TeV. Significant signal yields are observed for the first time

in several dimuon-mass ranges for both decays; the corresponding branching fractions
are measured and found to be consistent with the standard model expectations [4].
For the dimuon-mass regions where no significant signal is observed, upper limits at
90% and 95% CL are set on the branching fraction. The total branching fractions
are measured to be B(D0 ! ⇡+⇡�µ+µ�) = (9.64 ± 0.48 ± 0.51 ± 0.97) ⇥ 10�7 and
B(D0 ! K+K�µ+µ�) = (1.54 ± 0.27 ± 0.09 ± 0.16) ⇥ 10�7, where the uncertainties are
statistical, systematic, and due to the limited knowledge of the normalization branching
fraction. These are the rarest charm-hadron decays ever observed and are expected to
provide better sensitivity to short-distance flavor-changing neutral-current contributions
to these decays.
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Decays of charm hadrons into final states containing dimuon pairs may proceed via the
short-distance c ! uµ+µ� flavor-changing neutral-current process, which in the standard
model can only occur through electroweak-loop amplitudes that are highly suppressed
by the Glashow-Iliopoulos-Maiani mechanism [1]. If dominated by these short-distance
contributions, the inclusive D ! Xµ+µ� branching fraction, where X represents one or
more hadrons, is predicted to be O(10�9) [2] and can be greatly enhanced by the presence of
new particles, making these decays interesting for searches for physics beyond the standard
model. However, long-distance contributions occur through tree-level amplitudes involving
intermediate resonances, such as D ! XV (! µ+µ�), where V represents a ⇢0, ! or �
vector meson, and can increase the standard model branching fraction up to O(10�6) [2–4].
The sensitivity to the short-distance amplitudes is greatest for dimuon masses away from
resonances, though resonances populate the entire dimuon-mass spectrum due to their
long tails. Additional discrimination between short- and long-distance contributions can
be gained by studying angular distributions and charge-parity-conjugation asymmetries,
which in scenarios beyond the standard model could be as large as O(1%) [4–9]. Decays
of D0 mesons to four-body final states (Fig. 1) are particularly interesting in this respect
as they give access to a variety of angular distributions. These decays were searched for
by the Fermilab E791 collaboration and upper limits were set on the branching fractions
in the range 10�5–10�4 at the 90% confidence level (CL) [10]. More recently, a search for
nonresonant D0 ! ⇡+⇡�µ+µ� decays (the inclusion of charge-conjugate decays is implied)
was performed by the LHCb collaboration using 7 TeV pp-collision data corresponding to
1 fb�1 of integrated luminosity [11]. An upper limit of 5.5 ⇥ 10�7 at the 90% CL was set
on the branching fraction due to short-distance contributions, assuming a phase-space
decay.

This Letter reports the first observation of D0 ! ⇡+⇡�µ+µ� and D0 ! K+K�µ+µ�

decays using data collected by the LHCb experiment in 2012 at a center-of-mass energyp
s = 8 TeV and corresponding to an integrated luminosity of 2 fb�1. The analysis is

performed using D0 mesons originating from D⇤+ ! D0⇡+ decays, with the D⇤+ meson
produced directly at the primary pp-collision vertex (PV). The small phase space available
in this decay allows for a large background rejection, which compensates for the reduction
in signal yield compared to inclusively produced D0 mesons. The signal is studied
in regions of dimuon mass, m(µ+µ�), defined according to the known resonances. For
D0 ! ⇡+⇡�µ+µ� decays these regions are: (low-mass) < 525 MeV/c2, (⌘) 525–565 MeV/c2,

c

ū
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ū

�/Z0

W+

µ�

µ+

d̄

d

D0 ⇡+

⇡�

c

ū
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Figure 1: Example diagrams describing the (left) short- and (right) long-distance contributions
to D0 ! h+h�µ+µ� decays, where q = d, s and h = ⇡,K.
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upper limits are derived using a frequentist approach based on a likelihood-ratio ordering
method that includes the e↵ects due to the systematic uncertainties [24, 25]. For the ⌘
region of D0 ! K+K�µ+µ�, where no fit is performed, the limit is calculated assuming
two signal candidates and zero background. Integrating over dimuon mass, and accounting
for correlations [23], the total branching fractions are measured to be

B(D0 ! ⇡+⇡�µ+µ�) = (9.64 ± 0.48 ± 0.51 ± 0.97) ⇥ 10�7,

B(D0 ! K+K�µ+µ�) = (1.54 ± 0.27 ± 0.09 ± 0.16) ⇥ 10�7. (2)

The two results have a correlation of 0.497 and are consistent with the standard model
expectations [4].

In summary, a study of the D0 ! ⇡+⇡�µ+µ� and D0 ! K+K�µ+µ� decays is
performed in ranges of the dimuon mass using pp collisions collected by the LHCb
experiment at

p
s = 8 TeV. Significant signal yields are observed for the first time

in several dimuon-mass ranges for both decays; the corresponding branching fractions
are measured and found to be consistent with the standard model expectations [4].
For the dimuon-mass regions where no significant signal is observed, upper limits at
90% and 95% CL are set on the branching fraction. The total branching fractions
are measured to be B(D0 ! ⇡+⇡�µ+µ�) = (9.64 ± 0.48 ± 0.51 ± 0.97) ⇥ 10�7 and
B(D0 ! K+K�µ+µ�) = (1.54 ± 0.27 ± 0.09 ± 0.16) ⇥ 10�7, where the uncertainties are
statistical, systematic, and due to the limited knowledge of the normalization branching
fraction. These are the rarest charm-hadron decays ever observed and are expected to
provide better sensitivity to short-distance flavor-changing neutral-current contributions
to these decays.

Acknowledgements

We express our gratitude to our colleagues in the CERN accelerator departments for the
excellent performance of the LHC. We thank the technical and administrative sta↵ at the
LHCb institutes. We acknowledge support from CERN and from the national agencies:
CAPES, CNPq, FAPERJ and FINEP (Brazil); MOST and NSFC (China); CNRS/IN2P3
(France); BMBF, DFG and MPG (Germany); INFN (Italy); NWO (The Netherlands);
MNiSW and NCN (Poland); MEN/IFA (Romania); MinES and FASO (Russia); MinECo
(Spain); SNSF and SER (Switzerland); NASU (Ukraine); STFC (United Kingdom); NSF
(USA). We acknowledge the computing resources that are provided by CERN, IN2P3
(France), KIT and DESY (Germany), INFN (Italy), SURF (The Netherlands), PIC (Spain),
GridPP (United Kingdom), RRCKI and Yandex LLC (Russia), CSCS (Switzerland), IFIN-
HH (Romania), CBPF (Brazil), PL-GRID (Poland) and OSC (USA). We are indebted to
the communities behind the multiple open source software packages on which we depend.
Individual groups or members have received support from AvH Foundation (Germany),
EPLANET, Marie Sk lodowska-Curie Actions and ERC (European Union), Conseil Général
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Figure 3: Mass distribution for selected pµ+µ� candidates in the three regions of the dimuon
invariant mass: a) nonresonant region, b) � region, c) ! region. The solid lines show the results
of the fit as described in the text. The dashed lines indicate the background component.

where the first uncertainty is statistical, the second corresponds to the above-mentioned
systematic e↵ects and the third is due to the limited knowledge of the relevant branching
fractions. Assuming lepton universality, the branching fraction B(! ! e+e�) is used
instead of B(!! µ+µ�).

In summary, a search for the ⇤+

c

! pµ+µ� decay is reported, using pp data collected
with the LHCb experiment. The analysis is performed in three regions of dimuon mass: �,
! and nonresonant. The upper limit on the nonresonant mode is improved by two orders
of magnitude with respect to the previous measurement [5]. For the first time the signal
is seen in the ! region with a statistical significance of 5 standard deviations.
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where the first uncertainty is statistical, the second corresponds to the above-mentioned
systematic e↵ects and the third is due to the limited knowledge of the relevant branching
fractions. Assuming lepton universality, the branching fraction B(! ! e+e�) is used
instead of B(!! µ+µ�).

In summary, a search for the ⇤+
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! pµ+µ� decay is reported, using pp data collected
with the LHCb experiment. The analysis is performed in three regions of dimuon mass: �,
! and nonresonant. The upper limit on the nonresonant mode is improved by two orders
of magnitude with respect to the previous measurement [5]. For the first time the signal
is seen in the ! region with a statistical significance of 5 standard deviations.
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a simple model including these resonances and a background component. The ! and �
peaks are parametrized as Breit-Wigner functions of relevant decay width [31] convolved
with a Gaussian function to take into account the experimental resolution. The addition
of a component for the ⇢(770)0 resonance (and its interference with the ! meson) does
not improve the fit quality. It is therefore assumed that the observed candidates in the !
region are dominated by decays via the ! resonance.

As no evidence for nonresonant ⇤+

c

! pµ+µ� decays is found, an upper limit on the
branching fractions is determined using the CL

s

method. The systematic uncertainties are
included in the construction of CL

s

. The following upper limits are obtained at di↵erent
confidence levels (CL)

B(⇤+

c

! pµ+µ�)

B(⇤+

c

! p�)B(�! µ+µ�)
< 0.24 (0.28) at 90% (95%) CL

The corresponding distribution of CL
s

is shown in Fig. 5. Using the values of the branching
fractions for ⇤+

c

! p� and �! µ+µ� decays from Ref. [31] and including their uncertainties
in the CL

s

construction, an upper limit on the branching fraction is determined to be

B(⇤+

c

! pµ+µ�) < 7.7 (9.6)⇥ 10�8 at 90% (95%) CL.

Under the above-mentioned assumption of the ⇤+

c

! p! dominance in the ! region,
the relative branching fraction with respect to the normalization channel is determined
according to Eq. 2

B(⇤+

c

! p!)B(!! µ+µ�)

B(⇤+

c

! p�)B(�! µ+µ�)
= 0.23± 0.08 (stat)± 0.03 (syst).

Using the relevant branching fractions from Ref. [31], the branching fraction of ⇤+

c

! p!
is determined to be

B(⇤+

c

! p!) = (9.4± 3.2 (stat)± 1.0 (syst)± 2.0 (ext))⇥ 10�4,

5

Λc→pµµ
• Rare baryonic c→ull FCNC process 
• SM short distance contribution 

expected to be ∼10–9  
• Previous limit from BaBar at 4x10–5 

@90% CL 
• Search performed on 3fb–1 of Run 1 

data  
• Performed in three region of mµµ: 

• Normalised to the resonant mode 
Λc→pϕ(→µµ) 

• Searches performed in region around 
ρ0/ω invariant mass region, and non-
resonant region  

ϕ→µµρ0/ω→µµ
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are estimated to be less than 1% [29]. The total sys-
tematic uncertainties are given by the quadratic sum of
the individual uncertainties, assuming all sources to be
independent. The uncertainty due to the fit procedure
is considered during the upper limit determination de-
scribed in the following.
Since no significant signal for ψ → D0e+e− is ob-

served, upper limits at the 90% C.L. on the branch-
ing fractions are determined. Simultaneous, unbinned
maximum likelihood fits on the distributions of invariant
masses M(K−π+), M(K−π+π0), and M(K−π+π+π−),
are carried out for the J/ψ and ψ(3686) samples. In the
fit, the signal shapes are described by the correspond-
ing signal MC samples and the background shapes are
described by 2nd order polynomial functions. The ex-
pected number of signal events in the ith decay mode is
calculated with Ni = Nψ · B · Binter

i · ϵi, where Nψ is
the total number of ψ events, Binter

i is the product of the
decay branching fractions of D0 mesons and subsequent
intermediate states, taken from the PDG [20], and ϵi is
the detection efficiency from the signal MC samples. The
decay branching fraction B of ψ → D0e+e− is a common
parameter among the three D0 decay modes. The over-
all likelihood values (L) are the products of those of the
three D0 decay modes, incorporating systematic uncer-
tainties, which are separated as correlated and uncorre-
lated [30, 31]. The likelihood fits are carried out with the
MINUIT package [32].
We compute the upper limits on the branching fraction

at the 90% C.L. using a Bayesian method [20] with a flat
prior. The optimized likelihoods, L, are presented as a
function of branching fraction B(ψ → D0e+e−). The up-
per limits on the branching fractions BUP at the 90% C.L.
are the values that yield 90% of the likelihood integral

over B from zero to infinity:
∫ B

UP

0
LdB/

∫∞

0
LdB = 0.9.

To take into account the systematic uncertainties relat-
ed to the fit process, two alternative fit scenarios are
considered: (1) changing the fit range on the invariant
masses by 10 MeV/c2; or (2) replacing the 2nd order
polynomial function with a 3rd order polynomial func-
tion for the background. We try all combinations of the
different scenarios. The one with the maximum upper
limits on the branching fractions is taken as the conser-
vative result. The upper limits at the 90% C.L. on the
branching fractions are B(J/ψ → D0e+e−) < 8.5× 10−8

and B(ψ(3686) → D0e+e−) < 1.4 × 10−7, respective-
ly. The corresponding normalized likelihood distribu-
tions are shown in Fig. 3 and the best fit curves are shown
in Fig. 2.
In summary, we perform a search for the rare decays

of J/ψ → D0e+e− and ψ(3686) → D0e+e− using sam-
ples of (1310.6± 7.2) × 106 J/ψ events and (448.1± 2.9)
× 106 ψ(3686) events collected with the BESIII detec-
tor. No significant signal is observed and upper lim-
its at the 90% C.L. for the branching fractions are de-
termined to be B(J/ψ → D0e+e−) < 8.5 × 10−8 and
B(ψ(3686) → D0e+e−) < 1.4 × 10−7, respectively. The
limit on B(J/ψ → D0e+e−) is more stringent by two
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FIG. 3. Normalized combined likelihood as a function of
the decay branching fraction B(ψ → D0e+e−) for J/ψ (left)
and ψ(3686) (right) samples, where the correlated and un-
correlated systematic uncertainties are incorporated. The
likelihood function is normalized with the maximum to be
1. The blue arrow denotes the 90% C.L.

orders in magnitude compared to the previous results,
and the B(ψ(3686) → D0e+e−) is set for the first time.
Though the upper limits are larger than the SM predic-
tions, they may help to discriminate the different new
physics models or to constrain the parameters in the dif-
ferent physics models. Additionally, higher statistics J/ψ
and ψ(3686) samples may help to improve the sensitivity
of the measurements.
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orders in magnitude compared to the previous results,
and the B(ψ(3686) → D0e+e−) is set for the first time.
Though the upper limits are larger than the SM predic-
tions, they may help to discriminate the different new
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of the measurements.
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FIG. 2. Distributions of K−π+ (upper row), K−π+π0

(middle row) and K−π+π+π− (bottom row) invariant mass-
es. The left and right columns are for the J/ψ and ψ(3686)
samples, respectively. Dots with error bars are data, the solid
and dashed curves are for the signal shape and the total best
fit to data, respectively.

butions of the K−π+, K−π+π0, and K−π+π+π− invari-
ant masses for the surviving events in the three D0 me-
son decay modes are shown in Fig. 2. No D0 signals are
observed, and therefore upper limits on the branching
fractions at the 90% C.L. are determined.
In the measurements of the branching fractions, the

sources of systematic uncertainty include the detection
efficiencies of charged tracks and photons, the PID effi-
ciency, the kinematic fit, γ conversion veto, mass window
requirements, the fit procedure, the decay branching frac-
tions of intermediate states, as well as the total numbers
of ψ events. The individual systematic uncertainties are
estimated and described in detail as follows:
(a) Tracking efficiency: The tracking efficiencies

for π± and K± are studied using control samples of
J/ψ → ρπ → π+π−π0, J/ψ → pp̄π+π−, and J/ψ →
K0

SK
−π+ [25, 26]. The tracking efficiency for electrons

(positrons) is studied with a control sample of radiative
Bhabha events. The differences in tracking efficiencies
between data and MC simulation are 1% per track for
K, π and e, respectively, and are taken as the systematic
uncertainties.
(b) PID: The PID efficiencies of π± and K± are stud-

ied with the same control samples as in the study of the
tracking efficiency [25, 26]. The PID efficiency from the

data sample agrees with that of the MC simulation within
1% for each track. The uncertainty of the PID efficien-
cy for electrons (positrons) is studied with the control
sample of radiative Bhabha events, and 1.0% is assigned
for each electron (positron). The uncertainty of the E/p
requirement for electrons (positrons) is studied with the
control sample J/ψ → π+π−π0 (π0 → γe+e−), and an
uncertainty of 2% is assigned.
(c) Photon detection efficiency: The photon detection

efficiency is studied with the control samples J/ψ →
π+π−π0, and a weighted average uncertainty, according
to the energy distribution, is determined to be 0.6% per
photon.
(d) Kinematic fit: The uncertainty associated with

the kinematic fit arises from the inconsistency of the
track helix parameters between data and MC simulation.
Therefore, the three track parameters φ0, κ and tanλ are
corrected for the signal MC samples, where the correction
factors are obtained by comparing the pull distributions
of the control samples described in detail in Ref. [27].
The resulting difference in the detection efficiencies be-
tween the samples with and without the helix correction
is taken as the systematic uncertainty.
(e) γ conversion veto: The effect of the γ conversion

veto is studied using a control sample of J/ψ → π+π−π0

with the subsequent Dalitz decay π0 → γe+e−. A clean
control sample is selected, and the corresponding MC
sample is generated with the RhoPi generator based on
a formalism of helicity coupling amplitudes for the pro-
cess J/ψ → π+π−π0 [28], while a generator for the decay
π0 → γe+e− adopts a simple pole approximation in the
form factor |F (q2)| = 1 + αq2/m2

π0 with α = 0.032 [20].
The efficiency of the γ conversion veto is the ratio of sig-
nal yields with and without the γ conversion veto, where
the signal yields are extracted by fitting the e+e− invari-
ant mass. The resulting difference between data and MC,
1.7%, is taken as the systematic uncertainty.
(f) Mass window requirements: Various requirements

of mass window by widening 5 MeV/c2 are applied to
veto the different backgrounds, the corresponding uncer-
tainties are studied by changing the appropriate values.
The resulting changes in the final results are taken as the
systematic uncertainties.
(g) Branching fractions of intermediate states: The

uncertainties of the decay branching fractions of inter-
mediate states in the cascade decays are quoted from the
PDG [20].
(h) Total number of ψ events: The uncertainties on the

total numbers of J/ψ and ψ(3686) events are 0.55% and
0.62%, respectively, which are determined by studying
the inclusive hadron events [12–15].
All the individual systematic uncertainties are sum-

marized in Table I, where the sourcees of the uncertain-
ties tagged with ′∗′ are assumed to be 100% correlated
among the three different D0 decay modes. The efficien-
cies for other selection criteria, the trigger simulation, the
event start time determination and the FSR simulation
are quite high (> 99%), their systematic uncertainties

m(D0) 
J/ψ sample               ψ(2S) sample 

  Many searches at BESIII: 
–  Ψ(2S)→ Λc
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B ψ 2S( )→Λc
+pe+e−( ) <1.7×10−6 (90% CL)

L ¼ Pðnobs; ntag · B · εsig þ nbkg1 þ nbkg2Þ
· Gðεsig; εMC

sig ; ε
MC
sig · σMC

ε Þ

· PðnSBbkg1; nbkg1 · fÞ · Gðnbkg2; nMC
bkg2; σ

MC
bkg2Þ: ð2Þ

Based on the Bayesian method, we use the
likelihood distribution as a function of the signal BF B,
with variations of the other parameters nbkg1, nbkg2, and εsig,
as the probability function. Note that the STyields, ntag, are
taken as the truth ones, as their uncertainties are negligible.
The resultant likelihood distributions for all the signal

modes are shown in Fig. 3, and the ULs on the signal BFs
at the 90% CL are estimated by integrating the likelihood
curves in the physical region of B ≥ 0. For D0 →
K−πþeþe−, the BF is determined to be ð2.5% 1.1Þ ×
10−5 with a significance of 2.6σ, where the uncertainty
includes the statistical and systematic ones. Reference [4]
predicts the BF of D0 → K−πþeþe−, which is dominated
by the LD bremsstrahlung and (virtual) resonance-decay
contributions in the lower and upper regions, respectively,
to exceed 0.99 × 10−5 in the lowerMeþe− region, adding up
to 1.6 × 10−5 in the whole region. Therefore, we divide the
Meþe− distribution into three regions and determine the BFs
in the individual regions. All these results are listed in
Table V, and are all within the SM predictions.

VI. SUMMARY

To summarize, searches for Dþ and D0 decays into
hðhð0ÞÞeþe− final states are performed, based on the DT
analysis of a eþe− collision sample of 2.93 fb−1 taken atffiffiffi
s

p
¼ 3.773 GeV with the BESIII detector. No evident

)-3 10×B (

m
ax

L
/L

0 0.01 0.02 0.03 0.04
0

0.5

1
-e+e0π+π →+D

0 0.02 0.04 0.06
0

0.5

1
-e+e0π+ K→+D

0 0.02 0.04 0.06
0

0.5

1
-e+e+π0

S K→+D

0 0.02 0.04 0.06
0

0.5

1
-e+e+K0

S K→+D

0 0.01 0.02 0.03
0

0.5

1
-e+e-K+ K→0D

0 0.01 0.02
0

0.5

1
-e+e-π+π →0D

0 0.02 0.04 0.06 0.08
0

0.5

1
-e+e+π- K→0D

0 0.005 0.01 0.015
0

0.5

1
-e+e0π →0D

0 0.005 0.01 0.015
0

0.5

1
-e+ eη →0D

0 0.005 0.01 0.015
0

0.5

1
-e+ eω →0D

0 0.01 0.02
0

0.5

1
-e+e0

S K→0D

FIG. 3. Likelihood curves as a function of the signal BFs. The arrows point to the position of the ULs at the 90% CL.

TABLE V. Results of the ULs on the BFs for the investigated
rare decays at the 90% CL, and the corresponding results in the
PDG. Also listed are the results of the BFs in the different Meþe−

regions for D0 → K−πþeþe−. The uncertainties include both
statistical and systematic ones.

Signal decays B (×10−5) PDG [9] (×10−5)

Dþ → πþπ0eþe− <1.4 & & &
Dþ → Kþπ0eþe− <1.5 & & &
Dþ → K0

Sπ
þeþe− <2.6 & & &

Dþ → K0
SK

þeþe− <1.1 & & &
D0 → K−Kþeþe− <1.1 <31.5
D0 → πþπ−eþe− <0.7 <37.3
D0 → K−πþeþe−† <4.1 <38.5
D0 → π0eþe− <0.4 <4.5
D0 → ηeþe− <0.3 <11

D0 → ωeþe− <0.6 <18

D0 → K0
Se

þe− <1.2 <11
† in Meþe− regions:
½0.00; 0.20Þ GeV=c2 <3.0 (1.5þ1.0

−0.9 ) & & &
½0.20; 0.65Þ GeV=c2 <0.7 & & &
½0.65; 0.90Þ GeV=c2 <1.9 (1.0þ0.5

−0.4 ) & & &
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  Historical endeavour! 
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Extended Data Figure 7 | Search for the B0
s ! µ+µ� and B0 ! µ+µ� decays,

reported by 11 experiments spanning more than three decades, and by the present
results. Markers without error bars denote upper limits on the branching fractions at 90%
confidence level, while measurements are denoted with errors bars delimiting 68% confidence
intervals. The horizontal lines represent the SM predictions for the B0

s

! µ+µ� and B0 ! µ+µ�

branching fractions1; the blue (red) lines and markers relate to the B0

s

! µ+µ� (B0 ! µ+µ�)
decay. Data (see key) are from refs 17,18,31–60 ; for details see Methods. Inset, magnified view
of the last period in time.
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B0 
(s)à µ+µ- 

Ø  “Golden channel for SUSY” 

  Decay discovered in 2015 
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BR~tan6β 

as in ref. [25] in (5.10) one recovers the rule (4.4).6 However, when the corrections

depending on the top Yukawa coupling to the vertices of the effective Lagrangian are taken

into account, the true formula (5.10) for ϵGR
JI is more involved and cannot be obtained

from the rule (4.4) just by including the terms ∝ y2
t to ϵ′I(J) as in [25]. Formulae (4.3)

and (4.4) are then only the substitution rules allowing to translate the formulae of [25]

into ours.

6 ∆Md,s, B0
d,s → µ+µ− and B̄ → Xsγ

The B0
s,d → µ+µ− decays and the B0

s -B̄
0
s mixing attracted recently a renewed attention

due to the observation that for large values of tanβ their amplitudes can receive very

large contributions from diagrams depicted in figures 13 and 14 in which the black blobs

represent the flavour changing couplings
[

XS
RL

]JI
and

[

XS
LR

]JI
discussed in the preced-

ing sections. These contributions have been found to increase by orders of magnitude

the branching ratios for the rare decays B0
s,d → µ+µ− [20, 6, 21, 22] and to decrease

substantially the B0
s -B̄

0
s mass difference ∆Ms [23].

h0,H0,A0

bR

sL, dL

l−

l+

tan2 β tan β

Figure 13: Diagrams giving dominant contribution to B0
s,d → l+l− amplitudes at large

tan β.

As demonstrated in [20, 6, 21, 22], for tanβ ∼ 50 and non-negligible values of the

parameter At the B0
s,d → µ+µ− amplitudes are totally dominated by the diagram of

fig. 13. In the absence of any other constraints on the MSSM parameter space, the

corresponding branching ratios, which behave as |At tan3 β/M2
A|2, can be enhanced by

up to three orders of magnitude relative to the SM predictions and can even exceed the
6However, calculating ϵ′I(J) from the triangle diagram of fig. 1a of [25] with simplified G+ couplings

to up and down squarks would result in ϵGR
JI ∼ 10−2, much bigger than O(10−4) obtained with the full

G+ couplings given in [30]. In particular, we have found that for non-negligible sbottom mixing (if, say,

|Ab| ∼ |At|) neglecting in this vertex terms ∝ y2
t and ∝ g2

2 has dramatic effect on the cancellation in

(5.10). On the other hand, neglecting simultaneously the contributions of the vector self energies to ∆F̂G
R

and to ∆md does not affect it.
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  Challenge: huge amount of events with two muons! 
–  Background:  BR(B à Xµ+)  = 10-1 

–  Signal:   BR(Bs
0àµ+µ-) < 10-8  

  Analysis largely data driven: 
–  BDT event selection 

•  Mainly lifetime 
•  Calibrate efficiency on data with Bàππ decays 

–  Mass resolution 
•  Interpolate between J/ψàµµ and Υàµµ 

–  Backgrounds 
•  bàµ + bàµ 
•  Semileptonic B0, Bs

0, Bc
+ and Λb

0 decays 
•  Misidentified Bàππ 

  Largest systematic uncertainty: 
–  Relative production of Bs

0 wrt B0 mesons, fs/fd 

29 

LHCb coll., JHEP04 (2013) 001 
LHCb coll., PRD85 (2012) 032008  
Fleischer, Serra, NT, PRD 82, 034038 
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Figure 52: Interpolation of the invariant mass resolution between Charmonium and
Bottomonium resonances to the mass of the B0 and B0

s mesons (top left: 2011 data,
top right: 2012 data, bottom left: 2015 data, bottom right: 2016 data). The blue band
represents the uncertainty at 68% CL on the fitted function.

Table 52: Dimuon invariant mass resolutions for 2011,2012 and 2015 data from the
interpolation from Charmonium and Bottomonium resonances.

Dataset B0 resolution B0
s resolution

2011 (22.84± 0.08stat ± 0.36syst) MeV/c2 (23.23± 0.08stat ± 0.36syst) MeV/c2

2012 (22.59± 0.06stat ± 0.42syst) MeV/c2 (22.98± 0.06stat ± 0.42syst) MeV/c2

2015 (22.60± 0.21stat ± 0.32syst) MeV/c2 (22.99± 0.22stat ± 0.32syst) MeV/c2

2016 (22.44± 0.08stat ± 0.50syst) MeV/c2 (22.83± 0.08stat ± 0.51syst) MeV/c2

has the width determined in Table 52). This distribution is then fitted with a Crystal Ball1292

function from which we extract ↵ and n.1293

By repeating this procedure several times, we determine the distributions of ↵ and n and1294

take their mean as value for the two parameters. The invariant mass resolution used to1295

smear the true invariant mass distribution is varied within its uncertainty, such that the1296

uncertainty reported for the tail parameters includes both the statistical and systematic1297

uncertainties.1298

Since the last version the analysis note, it was discovered that the Final State Radiation1299

(radiation of photons from the two muons in the Feynman diagram, abbreviated as FSR)1300

99

a requirement on the response of a multivariate opera-
tor, called MVS in Ref. [26] and unchanged since then,
applied to candidates in both signal and normalisation
channels. After the trigger and selection requirements
are applied, 55 661 signal dimuon candidates are found,
which are used for the search.

The main discrimination between the signal and com-
binatorial background is brought by the BDT, which
is optimised using simulated samples of B0

s ! µ+µ�

events for the signal and bb̄ ! µ+µ�X events for the
background. The BDT combines information from the
following input variables: the B candidate decay time,
IP and p

T

; the minimum �2

IP

of the two muons with
respect to any PV; the distance of closest approach
between the two muons; and the cosine of the angle
between the muon momentum in the dimuon rest frame
and the vector perpendicular to both the B candidate
momentum and the beam axis. Moreover two di↵er-
ent measures for the isolation of signal candidates are
also included: the number of good two-track vertices a
muon can make with other tracks in the event; and the
B candidate isolation, introduced in Ref. [27]. With
respect to the multivariate operator used in previous
analyses [12, 26], the minimum p

T

of the two muons is
no longer used while four new variables are included
to improve the separation power. The first two are
the absolute values of the di↵erences between the pseu-
dorapidities of the two muon candidates and between
their azimuthal angles. The others are the angle of the
momentum of the B candidate in the laboratory frame,
and the angle of the positive muon from the B candi-
date in the rest frame of the B candidate, both with
respect to the sum of the momenta of tracks, in the rest
frame of the B candidate, consistent with originating
from the decay of a b hadron produced in association
to the signal candidate. In total, 12 variables enter
into the BDT.
The variables used in the BDT are chosen so that

the dependence on dimuon invariant mass is linear
and small to avoid biases. The BDT is constructed to
be distributed uniformly in the range [0,1] for signal,
and to peak strongly at zero for the background. The
BDT response range is divided into eight bins with
boundaries 0.0, 0.25, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1.0.
The expected BDT distributions for the B0

(s) !
µ+µ� signals are determined using B0

(s) ! h+h0� de-

cays. The B0

(s) ! h+h0� distributions are corrected
for trigger and muon identification distortions. An
additional correction for the B0

s ! µ+µ� signal arises
from the di↵erence in lifetime acceptance in BDT bins,
evaluated assuming the SM decay time distribution.

BDT
0 0.2 0.4 0.6 0.8 1

P
D

F

-410

-310
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-110

1

Signal

Background

LHCb

Figure 1: Expected distribution of the BDT output for
the B0

s

! µ+µ� signal (black squares), obtained from
B0

(s) ! h+h0� control channels, and the combinatorial
background (blue circles).

The expected B0

s ! µ+µ� BDT distribution is shown
in Fig. 1.

The invariant mass distribution of the signal decays
is described by a Crystal Ball function [28]. The peak
values (mB0

s
and mB0) and resolutions (�B0

s
and �B0)

are obtained from B0

s ! K+K� and B0 ! K+⇡�,
B0 ! ⇡+⇡� decays, for the B0

s and B0 mesons. The
resolutions are also determined with a power-law in-
terpolation between the measured resolutions of char-
monium and bottomonium resonances decaying into
two muons. The two methods are in agreement and
the combined results are �B0

s
= 23.2± 0.4MeV/c2 and

�B0 = 22.8± 0.4MeV/c2. The transition point of the
radiative tail is obtained from simulated B0

s ! µ+µ�

events [21] smeared to reproduce the mass resolution
measured in data.

The numbers of B0

s ! µ+µ� and B0 ! µ+µ� candi-
dates, NB0

(s)
!µ+µ� , are converted into branching frac-

tions with

B(B0

(s) ! µ+µ�) =
B
norm

✏
norm

f
norm

N
norm

✏
sig

fd(s)
⇥NB0

(s)
!µ+µ�

= ↵norm

B0
(s)

!µ+µ� ⇥NB0
(s)

!µ+µ� ,

where N
norm

is the number of normalisation channel de-
cays obtained from a fit to the relevant invariant mass
distribution, and B

norm

the corresponding branching
fraction. The fractions fd(s) and f

norm

refer to the prob-
ability for a b quark to fragment into the corresponding
B meson. The value fs/fd = 0.259± 0.015, measured
by LHCb in pp collision data at

p
s = 7TeV [29, 30],
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of 4.6% and 10.9%, respectively. The dependence is approximately linear in the physically
allowed Aµ
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range.
For the B0

s

! µ+µ� lifetime determination, the data are background-subtracted with
the sPlot technique [41], using a fit to the dimuon mass distribution to disentangle signal
and background components statistically. Subsequently, a fit to the signal decay-time
distribution is made with an exponential function multiplied by the acceptance function
of the detector. The B0

s

candidates are selected using criteria similar to those applied
in the branching fraction analysis, the main di↵erences being a reduced dimuon mass
window, [5320, 6000]MeV/c2, and looser particle identification requirements on the muon
candidates. The former change allows the fit model for the B0

s

! µ+µ� signal to be
simplified by removing most of the B0 ! µ+µ� and exclusive background decays that
populate the lower dimuon mass region, while the latter increases the signal selection
e�ciency. Furthermore, instead of performing a fit in bins of BDT, a requirement of BDT
> 0.55 is imposed. All these changes minimise the statistical uncertainty on the measured
e↵ective lifetime. This selection results in a final sample of 42 candidates.

The mass fit includes the B0

s

! µ+µ� and combinatorial background components.
The parameterisations of the mass shapes are the same as used in the branching fraction
analysis. The correlation between the mass and the reconstructed decay time of the
selected candidates is less than 3%.

The variation of the trigger and selection e�ciency with decay time is corrected for in
the fit by introducing an acceptance function, determined from simulated signal events
that are weighted to match the properties of the events seen in data. The use of simulated
events to determine the decay-time acceptance function is validated by measuring the
e↵ective lifetime of B0 ! K+⇡� decays selected in data. The measured e↵ective lifetime
is 1.52 ± 0.03 ps, where the uncertainty is statistical only, consistent with the world
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and background components statistically. Subsequently, a fit to the signal decay-time
distribution is made with an exponential function multiplied by the acceptance function
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candidates are selected using criteria similar to those applied
in the branching fraction analysis, the main di↵erences being a reduced dimuon mass
window, [5320, 6000]MeV/c2, and looser particle identification requirements on the muon
candidates. The former change allows the fit model for the B0
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! µ+µ� signal to be
simplified by removing most of the B0 ! µ+µ� and exclusive background decays that
populate the lower dimuon mass region, while the latter increases the signal selection
e�ciency. Furthermore, instead of performing a fit in bins of BDT, a requirement of BDT
> 0.55 is imposed. All these changes minimise the statistical uncertainty on the measured
e↵ective lifetime. This selection results in a final sample of 42 candidates.

The mass fit includes the B0

s

! µ+µ� and combinatorial background components.
The parameterisations of the mass shapes are the same as used in the branching fraction
analysis. The correlation between the mass and the reconstructed decay time of the
selected candidates is less than 3%.

The variation of the trigger and selection e�ciency with decay time is corrected for in
the fit by introducing an acceptance function, determined from simulated signal events
that are weighted to match the properties of the events seen in data. The use of simulated
events to determine the decay-time acceptance function is validated by measuring the
e↵ective lifetime of B0 ! K+⇡� decays selected in data. The measured e↵ective lifetime
is 1.52 ± 0.03 ps, where the uncertainty is statistical only, consistent with the world
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Fig. 9 Contours in the plane B(B0
s → µ+µ−),B(B0 → µ+µ−)

for intervals of −2 ! ln(L) equal to 2.3, 6.2 and 11.8 relative to the
absolute maximum of the likelihood, without imposing the constraint
of non-negative branching fractions. Also shown are the corresponding
contours for the combined result of the CMS and LHCb experiments, the
SM prediction, and the maximum of the likelihood within the boundary
of non-negative branching fractions, with the error bars covering the
68.3 % confidence range for B(B0

s → µ+µ−)

The limit is obtained under the hypothesis of background
only, with B(B0 → µ+µ−) left free to be determined in the
fit. The expected limit is 1.8+0.7

−0.4 × 10−9.
An upper limit based on the CLs method is also set on

B(B0 → µ+µ−). The expected limit obtained from pseudo-
MC samples generated according to the observed amplitudes
of backgrounds and B0

s signal is
(

5.7+2.1
−1.5

)
× 10−10 at a

confidence level of 95 %. The observed limit is:

B(B0 → µ+µ−) < 4.2 × 10−10 (95 % CL).

The observed upper limit is above the SM prediction and also
covers the central value of the combination of the measure-
ments by CMS and LHCb [13]. The expected significance
for B(B0 → µ+µ−) according to the SM prediction is equal
to 0.2 standard deviations.

13 Conclusions

A study of the rare decays of B0
s and B0 mesons into oppo-

sitely charged muon pairs is presented, based on 25 fb−1 of
7 and 8 TeV proton–proton collision data collected by the
ATLAS experiment in Run 1 of LHC.

For B0 an upper limit B(B0 → µ+µ−) < 4.2 × 10−10 is
placed at the 95 % confidence level, based on the CLs method.
The limit is compatible with the predictions based on the
SM and with the combined result of the CMS and LHCb
experiments.

For B0
s the result isB(B0

s → µ+µ−) =
(

0.9+1.1
−0.8

)
×10−9,

where the uncertainty includes both the statistical and sys-
tematic components. An upper limit B(B0

s → µ+µ−) <

3.0 × 10−9 at 95 % CL is placed, lower than the SM predic-
tion, and in better agreement with the measurement of CMS
and LHCb.

A p value of 4.8 % is found for the compatibility of the
results with the SM prediction.
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The normalisation terms include external inputs for the B+ branching fraction and the relative hadron-
isation probability. The first is obtained from world averages [23] as the product of B(B+ → J/ψK+) =
(1.027±0.031)×10−3 and B(J/ψ→ µ+µ−) = (5.961±0.033)%. The second is equal to one for B0, while
for B0s it is taken from the ATLAS measurement fs/ fd = 0.240 ± 0.020 [37], assuming fu/ fd = 1 [32].

The efficiency- and luminosity-weighted number of events for the normalisation channel enters in Eq. (1)
with the denominatorDnorm (Eq. (2)). The valuesDnorm = (2.88±0.17)×106 for B0s and (2.77±0.16)×106
for B0 are obtained using Tables 3 and 4 for each category, together with the combined uncertainty from
Table 5, and including the +4% correction to the B0s → µ+µ− efficiency due to the lifetime difference
between Bs,H and B0s .
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average [15]. The statistical uncertainty on the measured B0 ! K+⇡� lifetime is taken
as the systematic uncertainty associated with the use of simulated events to determine
the B0

s

! µ+µ� acceptance function.
The accuracy of the fit for the B0

s

! µ+µ� e↵ective lifetime is estimated using a large
number of simulated experiments with signal and background contributions equal, on
average, to those observed in the data. The contamination from B0! µ+µ�, B0

(s)

! h+h0�

and semileptonic decays above 5320MeV/c2 is small and not included in the fit. The e↵ect
on the e↵ective lifetime from the unequal production rate of B0

s

and B0

s

mesons [42] is

negligible. A bias may also arise if Aµ

+
µ

�

��

6= ±1, with the consequence that the underlying
decay-time distribution is the sum of two exponential distributions with the lifetimes
of the light and heavy mass eigenstates. In this case, as the selection e�ciency varies
with the decay time, the returned value of the lifetime from the fit is not exactly equal
to the definition of the e↵ective lifetime even if the decay-time acceptance function is
correctly accounted for. This e↵ect has been evaluated for the scenario where there are
equal contributions from both eigenstates to the decay. The result can also be biased
if the background has a much longer mean lifetime than B0

s

! µ+µ� decays; this is
mitigated by an upper decay-time cut of 13.5 ps. Any remaining bias is evaluated using
the background decay-time distribution of the much larger B0 ! K+⇡� data sample.
All of these e↵ects are found to be small compared to the statistical uncertainty and
combine to give 0.05 ps, with the main contributions arising from the fit accuracy and the
decay-time acceptance (0.03 ps each). The mass distribution of the selected B0

s

! µ+µ�

candidates is shown in Fig. 2 (top). Figure 2 (bottom) shows the background-subtracted
B0

s

! µ+µ� decay-time distribution with the fit function superimposed [38]. The fit results
in ⌧ (B0

s

! µ+µ�) = 2.04± 0.44± 0.05 ps, where the first uncertainty is statistical and the

second systematic. This measurement is consistent with the Aµ

+
µ

�

��

= 1 (�1) hypothesis at
the 1.0 � (1.4 �) level. Although the current experimental uncertainty allows only a weak

constraint to be set on the value of the Aµ

+
µ

�

��

parameter in the physically allowed region,
this result establishes the potential of the e↵ective lifetime measurement in constraining
New Physics scenarios with the datasets that LHCb is expected to collect in the coming
years [43].

In summary, a search for the rare decays B0

s

! µ+µ� and B0 ! µ+µ� is performed
in pp collision data corresponding to a total integrated luminosity of 4.4 fb�1. The
B0

s

! µ+µ� signal is seen with a significance of 7.8 standard deviations and provides the
first observation of this decay from a single experiment. The time-integrated B0

s

! µ+µ�

branching fraction is measured to be
�
3.0± 0.6+0.3

�0.2

�
⇥ 10�9, under the Aµ

+
µ

�

��

= 1 hypoth-
esis. This is the most precise measurement of this quantity to date. In addition, the first
measurement of the B0

s

! µ+µ� e↵ective lifetime, ⌧(B0

s

! µ+µ�) = 2.04± 0.44± 0.05 ps,
is presented. No evidence for a B0 ! µ+µ� signal is found, and the upper limit
B(B0 ! µ+µ�) < 3.4⇥ 10�10 at 95% confidence level is set. The results are in agreement
with the SM predictions and tighten the existing constraints on possible New Physics
contributions to these decays.
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to (30). In Fig. 2, we illustrate the situation in the ob-
servable space of the R–A�� plane. It will be interesting
to complement these model-independent considerations
with a scan of popular specific NP models.

Let us finally note that the formalism discussed above
can also straightforwardly be applied to Bs(d) ! ⌧+⌧�

decays where the polarizations of the ⌧ leptons can be

inferred from their decay products [10]. This would allow
an analysis of (13), where non-vanishing C� observables
would unambiguously signal the presence of the scalar S
term. Unfortunately, these measurements are currently
out of reach from the experimental point of view.

VI. CONCLUSIONS

The recently established width di↵erence ��s implies
that the theoretical B0

s ! µ+µ� branching ratio in (1)
has to be rescaled by 1/(1� ys) for the comparison with
the experimental branching ratio, giving the SM refer-
ence value of (3.5± 0.2)⇥ 10�9. The possibility of NP in
the decay introduces an additional relative uncertainty
of ±9% originating from A�� 2 [�1,+1].
The e↵ective Bs ! µ+µ� lifetime ⌧µ+µ� o↵ers a new

observable. On the one hand, it allows us to take into
account the Bs width di↵erence in the comparison be-
tween theory and experiments. On the other hand, it
also provides a new, theoretically clean probe of NP. In
particular, ⌧µ+µ� may reveal large NP e↵ects, especially
those related to (pseudo-)scalar `+`� densities of four-
fermion operators originating from the physics beyond
the SM, even in the case that the B0

s ! µ+µ� branching
ratio is close to the SM prediction.
The determination of ⌧µ+µ� appears feasible with the

large data samples that will be collected in the high-
luminosity running of the LHC with upgraded experi-
ments and should be further investigated, as this mea-
surement would open a new era for the exploration of
Bs ! µ+µ� at the LHC, which may eventually allow
the resolution of NP contributions to one of the rarest
weak decay processes that Nature has to o↵er.
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B0
sà τ+τ- : First limit  

  Analogous to B0
sà µ+µ-  

Helicity suppression less severe, BR x 200 
  Enhanced by NP coupling to 3rd generation? 

  Analysis: 
–  Select  
–  Exploit intermediate 
–  Normalisation 
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LHCb: B Bs
0 → τ +τ −( ) < 5.2×10−3(90% CL)

LHCb: B B0 → τ +τ −( ) <1.6×10−3(90% CL)

BaBar: B B0 → τ +τ −( ) < 4.1×10−3(90% CL)
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Figure 1: Two-dimensional distribution of the invariant masses m
⇡

+
⇡

� of the two oppositely
charged two-pion combinations for simulated B0

s

! ⌧+⌧� candidates. The distribution is
symmetric by construction. The vertical and horizontal lines illustrate the sector boundaries.

of the B ! ⌧+⌧� decay chain, described in detail in Refs. [35, 36], has been developed. It
combines geometrical information about the decay and mass constraints on the particles
(B, ⌧ and ⌫) in the decay chain to calculate the ⌧ momenta analytically. The possible
solutions for the two ⌧ momenta are found as solutions of a system of two coupled equations
of second degree with two unknowns. The finite detector resolution and approximations
made in the calculation prevent real solutions being found for a substantial fraction of the
signal events. However, several intermediate quantities associated with the method are
exploited to discriminate signal from background.

To make full use of the discrimination power present in the distributions of the selection
variables, a requirement is added on the output of a neural network [37], built using seven
variables: the ⌧± candidate masses and decay times, a charged track isolation variable
for the pions, a neutral isolation variable for the B candidate, and one variable from
the analytic reconstruction method, introduced in Ref. [36]. The classifier is trained
on simulated B ! ⌧+⌧� decays, representing the signal, and data events from the
signal-depleted region.

In order to determine the signal yield, a binned maximum likelihood fit is performed
on the output of a second neural network (NN), built with 29 variables and using the
same training samples. The NN inputs include the eight variables from the analytic
reconstruction method listed in Ref. [36], further isolation variables, as well as kinematic
and geometrical variables. The NN output is transformed to obtain a flat distribution for
the signal over the range [0.0, 1.0], while the background peaks towards zero.

Varying the two-pion invariant mass sector boundaries, the signal region is optimised
for the B0

s

! ⌧+⌧� branching fraction limit using pseudoexperiments. The boundaries

3

B0 →Ds
− K −K +π −( )D+ K −π +π +( )

LHCb, PRL 118 (2017) 281802  BaBar, PRL 96 (2006) 241802  

SM: B Bs
0 → τ +τ −( ) = 7.7± 0.5( )×10−7

SM: B B0 → τ +τ −( ) = 2.2± 0.2( )×10−7

Bobeth et al., PRL 112 (2014) 101801  
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Figure 4: Invariant mass distribution of the reconstructed B0 ! D�D+

s

candidates in data
(black points), together with the total fit result (blue line) used to determine the B0 ! D�D+

s

yield. The individual components are described in the text.

s = �15+67

�56

(stat)+44

�42

(syst) [36]. The expected statistical (systematic) uncertainty on the
signal yield is +64

�58

(+41

�43

). The corresponding normalisation factor is ↵d = (1.16±0.19)⇥10�5.
The limit obtained is B(B0 ! ⌧+⌧�) < 1.6 (2.1)⇥ 10�3 at 90 (95)% CL, which constitutes
a factor 2.6 improvement with respect to the BaBar result [13] and is the current best
limit on B(B0 ! ⌧+⌧�).
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B0
(s)à e+µ-  

  Lepton Flavour Violation? 

  Forbidden in SM 
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B Bs
0 → e+µ−( ) < 6.0×10−9 (90% CL)

B B0 → e+µ−( ) <1.0×10−9 (90% CL)
LHCb, JHEP 03 (2018) 078, arXiv:1710.04111 

LHCb, Phys.Lett. B754 (2016) 167 

  D0àe+µ- 

§  -7±15 events  

Figure 4: Distribution of CLS as a function of B(D0 ! e±µ⌥). The expected distribution is
shown by the dashed line, with the ±1� and ±2� regions shaded. The observed distribution
is shown by the solid line connecting the data points. The horizontal line indicates the 90%
confidence level.

No evidence is seen for a D0 ! e±µ⌥ signal in the overall mass spectrum, nor in
any individual bin of BDT output, and the measured branching fraction is B(D0 !
e±µ⌥) = (�0.6 ± 1.2) ⇥ 10�8, where the uncertainty accounts for both statistical and
systematic e↵ects. An upper limit on the branching fraction is obtained using the CLS

method [29], where the p-value for the signal-plus-background hypothesis is compared
to that for the background-only hypothesis. The expected and observed CLS values as
functions of the assumed branching fraction are shown in Fig. 4, where the expected
CLS values are obtained using an Asimov dataset [30] as described in Ref. [31], and
are the median expected limits under the assumption of no signal. Expected limits
based on pseudoexperiments give consistent results. There is excellent correspondence
between the expected and observed CLS values, and an upper limit is set on the branching
fraction, B(D0 ! e±µ⌥) < 1.3⇥ 10�8 at 90% CL (and < 1.6 ⇥ 10�8 at 95% CL). This
limit will help to further constrain products of couplings in supersymmetric models that
incorporate R-parity violation [1–3] and constrains the parameter space in some leptoquark
scenarios [7].

In summary, a search for the lepton-flavour violating decay D0 ! e±µ⌥ is performed on
a data sample corresponding to an integrated luminosity of 3.0 fb�1 collected in pp collisions
at centre-of-mass energies of 7 and 8TeV. The data are consistent with the background-only
hypothesis, and a limit is set on the branching fraction, B(D0 ! e±µ⌥) < 1.3⇥ 10�8 at
90% CL, which is an order of magnitude lower than the previous limit.
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Figure 2: Distributions of (left) m(D0) and (right) �m for D0 ! e±µ⌥ candidates reconstructed
in the combined 7 TeV and 8 TeV data, with fit functions overlaid. The rows correspond to the
three bins of BDT output, with the top row corresponding to the most background-like and the
bottom row to the most signal-like. The solid (blue) lines show the total fit results, while the
thick (grey) lines show the total D0 ! e±µ⌥ component, the thin (purple) lines show the total
misidentified D0 ! ⇡+⇡� and the dashed (grey) lines indicate the combinatorial background.

to a random soft pion, and therefore peaks in m(D0) but not in �m. This fraction
is Gaussian constrained to the value 23.7 ± 0.2% found in the fits to the D0 ! K�⇡+

normalisation channel, discussed below.
Figure 2 shows the fit results for the combined 7 TeV and 8 TeV dataset, separately

for the three bins of BDT output. The peaks seen in the m(D0) and �m distributions are
due to misidentified D0 ! ⇡+⇡� decays. No evidence is seen for any D0 ! e±µ⌥ signal.
The fits return a total of �7± 15 signal decays.

For the normalisation channel D0 ! K�⇡+, for which there are many candidates,
binned fits are done separately to the 7 TeV and 8 TeV samples, using a sum of two
Gaussian functions with a common mean to model the D0 candidate mass distribution,

6



More Flavour Changing Neutral Currents: B0 àK*µµ  

  Similar loop diagram! 
 
  More observables 

–  Invariant mass of µµ-pair 
–  Angles of K and µ 
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B0 àK*µ+µ- : Joint effort 

  Analysis efforts by Belle, LHCb, CMS, ATLAS 
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Figure 2: Invariant mass and angular distributions of K+p�µ+µ� events for (upper two rows)
2 < q2 < 4.3 GeV2 and (lower two rows) 4.3 < q2 < 6 GeV2. The projection of the results
from the total fit, as well as for correctly tagged signal events, mistagged signal events, and
background events, are also shown. The vertical bars indicate the statistical uncertainties.
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Figure 1: Distribution of reconstructed K�⇡+µ+µ� invariant mass of candidates outside the J/ 
and  (2S) mass regions, summing the three highest neural network response bins of each run
condition. The candidates are shown (left) over the full range and (right) over a restricted vertical
range to emphasise the B0

s

! K⇤0µ+µ� component. The solid line indicates a combination of
the results of the fits to the individual bins. Components are detailed in the legend, where they
are shown in the same order as they are stacked in the figure. The background from misidentified
B0! K⇤0µ+µ� decays is included in the B0! K⇤0µ+µ� component.

the J/ mass region. The shape of the background in the fit is modelled by Crystal Ball
functions. Several other sources of background are considered but are found to have a
negligible contribution to the fit. These sources include semileptonic decays of b hadrons
via intermediate open-charm states and fully hadronic b-hadron decays. The background
from semileptonic decays is predominantly reconstructed at low m(K�⇡+µ+µ�) and does
not contribute to the analysis. Fully hadronic b-hadron decays contribute at the level of 1
to 2 candidates at masses close to the known B0

s

mass. This background is neglected in
the analysis but is considered as a source of systematic uncertainty in Sec. 6.

Figure 1 shows the fit to the candidates, where the result of the fit in the three most
signal-like neural network response bins for each data-taking period has been combined.
The dominant contribution in the fit is the B0! K⇤0µ+µ� decay. Figure 2 shows the fit
to the mass-constrained candidates in the J/ mass region, also with the three highest
neural network response bins for each data taking period combined. In this fit, a small
background component from B0! K⇤0µ+µ� decays is included. This background has
the same final state but is constrained to the wrong dimuon mass and becomes a broad
component in the fit. The fit results in individual bins of neural network response are
shown in the appendix in Figs. 5 and 6. Summing over the bins of neural network
response and data-taking periods, the yields are: 627 244± 837 for the B0 ! J/ K⇤0

decay, 5730± 94 for the B0
s

! J/ K⇤0 decay, 4157± 72 for the B0 ! K⇤0µ+µ� decay,
and 38± 12 for the B0

s

! K⇤0µ+µ� decay. No correction has been made to these yields
to account for cases where the K�⇡+ system does not originate from a K⇤(892)0 decay.
Contamination from non-K⇤0 decays is discussed further in Sec. 5. Using Wilks’ theorem,
the significance of the B0

s

! K⇤0µ+µ� yield is determined to be 3.4 standard deviations
compared to the background-only hypothesis. This includes the systematic uncertainties
on the yield discussed in Sec. 6. Figure 3 shows the variation of the log-likelihood of the
simultaneous fit as a function of the B0

s

! K⇤0µ+µ� yield.

5

4

meson candidates, where the charge of the kaon or pion
defines the charge or flavor of the B meson. The par-
ticle selection criteria lead to combinatorial background
that is suppressed by applying requirements on the beam-
energy constrained mass, Mbc =

p
E

2
beam/c

4 � |~pB |2/c2,
and the energy di↵erence, �E = EB �Ebeam, where EB

and ~pB are the energy and momentum, respectively, of
the reconstructed candidate in the ⌥(4S) rest frame and
Ebeam is the beam energy in the center-of-mass frame.
Correctly reconstructed candidates are centered at the
nominal B mass in Mbc and at zero in �E. Candi-
dates that satisfy 5.22 GeV/c

2
< Mbc < 5.30 GeV/c

2

and �0.10 (�0.05) GeV < �E < 0.05 GeV for the
electron (muon) modes are retained. Large irreducible
background contributions arise from charmonium decays
B ! J/ K

⇤ and B !  (2S)K⇤, in which the cc̄

state decays into two leptons. These decays are ve-
toed with the requirements �0.25 (�0.15) GeV/c

2
<

M``�mJ/ < 0.08 GeV/c

2 and �0.20 (�0.10) GeV/c

2
<

M`` � m (2S) < 0.08 GeV/c

2 for the electron (muon)
modes. In the electron case, the veto is applied twice:
with and without the bremsstrahlung-recovery treat-
ment. Di-electron background from photon conversions
(� ! e

+
e

�) and ⇡

0 Dalitz decays (⇡0 ! e

+
e

�
�) is re-

jected by requiring Mee > 0.14 GeV/c

2.
To maximize signal e�ciency and purity, neural net-

works are utilized sequentially from the bottom to the
top of the decay chain, transferring the output probabil-
ity from each step to the subsequent step so that the most
e↵ective selection requirements are applied in the last
stage based on all information combined. For all particle
hypotheses, a neural network is trained to separate signal
from background and an output value, oNB, is calculated
for each candidate. The classifiers for e

±
, µ

±
,K

±, K0
S ,

⇡

0, and ⇡± are taken from the neural-network-based full
event reconstruction described in Ref. [16]. For K

⇤ se-
lection, a classifier is trained on MC samples using kine-
matic variables and vertex fit information. The final clas-
sification is performed with a requirement on oNB for each
B decay channel using event-shape variables (i.e., mod-
ified Fox-Wolfram moments [17]), vertex fit information,
and kinematic variables as input for the classifier. The
most important variables for the neural networks are�E,
the reconstructed mass of the K⇤, the product of the net-
work outputs of all secondary particles, and the distance
between the two leptons along the beam direction �z``.
If multiple candidates are found in an event (less than
2% of the time), the most probable candidate is chosen
based on oNB. The selection requirements for the neural
networks are optimized by maximizing the figure of merit
ns/

p
ns + nb separately for the electron and muon chan-

nels, where ns and nb are the expected numbers of signal
and background candidates, respectively, calculated from
MC.

Signal and background yields are extracted by an un-
binned extended maximum likelihood fit to the Mbc dis-
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FIG. 1. Distribution of the beam-energy constrained mass
for selected B ! K⇤e+e� (left) and B ! K⇤µ+µ� (right).
Combinatorial background (shaded blue), signal (red filled)
and total (solid) fit functions are superimposed on the data
points

tribution of B ! K

⇤
`

+
`

� candidates, presented in Fig. 1,
where the signal is parametrized by a Crystal Ball func-
tion [18] and the background is described by an ARGUS
function [19]. The signal shape parameters are deter-
mined from a fit to B ! J/ K

⇤ data in the correspond-
ing q

2 veto region while the background shape parame-
ters are allowed to float in the fit. In total 127± 15 and
185 ± 17 signal candidates are obtained for the electron
and muon channels, respectively.
The analysis is performed in four independent bins of

q

2, as detailed in Table I, with an additional bin in the
range 1.0 GeV2

/c

2
< q

2
< 6.0 GeV2

/c

2, which is favored
for theoretical predictions [6]. To make maximum use
of the limited statistics, a data-transformation technique
[20, 21] is applied, simplifying the di↵erential decay rate
without losing experimental sensitivity. The transforma-
tion is applied to specific regions in the three-dimensional
angular space, exploiting the symmetries of the cosine
and sine functions to cancel terms in Eq. 1. With the
following transformations to the dataset, the data are
sensitive to the observable of interest:

P

0
4, S4 :

8
><

>:

�! �� for � < 0

�! ⇡ � � for ✓` > ⇡/2

✓` ! ⇡ � ✓` for ✓` > ⇡/2,

(3)

P

0
5, S5 :

(
�! �� for � < 0

✓` ! ⇡ � ✓` for ✓` > ⇡/2.
(4)

With this procedure, the remaining observables are the
K

⇤ longitudinal polarization, FL, the transverse polar-

ization asymmetry, A(2)
T = 2S3/(1 � FL), and P

0
4 or P

0
5.

Two independent maximum likelihood fits for each bin
of q2 are performed to the angular distributions to ex-
tract the P

0
4,5 observables. The fits are performed using

the data in the signal region of Mbc of all decay channels
and separately for the electron and muon mode. The sig-
nal (background) region is defined as Mbc � 5.27 GeV/c
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4

meson candidates, where the charge of the kaon or pion
defines the charge or flavor of the B meson. The par-
ticle selection criteria lead to combinatorial background
that is suppressed by applying requirements on the beam-
energy constrained mass, Mbc =

p
E

2
beam/c

4 � |~pB |2/c2,
and the energy di↵erence, �E = EB �Ebeam, where EB

and ~pB are the energy and momentum, respectively, of
the reconstructed candidate in the ⌥(4S) rest frame and
Ebeam is the beam energy in the center-of-mass frame.
Correctly reconstructed candidates are centered at the
nominal B mass in Mbc and at zero in �E. Candi-
dates that satisfy 5.22 GeV/c

2
< Mbc < 5.30 GeV/c

2

and �0.10 (�0.05) GeV < �E < 0.05 GeV for the
electron (muon) modes are retained. Large irreducible
background contributions arise from charmonium decays
B ! J/ K

⇤ and B !  (2S)K⇤, in which the cc̄

state decays into two leptons. These decays are ve-
toed with the requirements �0.25 (�0.15) GeV/c

2
<

M``�mJ/ < 0.08 GeV/c

2 and �0.20 (�0.10) GeV/c

2
<

M`` � m (2S) < 0.08 GeV/c

2 for the electron (muon)
modes. In the electron case, the veto is applied twice:
with and without the bremsstrahlung-recovery treat-
ment. Di-electron background from photon conversions
(� ! e

+
e

�) and ⇡

0 Dalitz decays (⇡0 ! e

+
e

�
�) is re-

jected by requiring Mee > 0.14 GeV/c

2.
To maximize signal e�ciency and purity, neural net-

works are utilized sequentially from the bottom to the
top of the decay chain, transferring the output probabil-
ity from each step to the subsequent step so that the most
e↵ective selection requirements are applied in the last
stage based on all information combined. For all particle
hypotheses, a neural network is trained to separate signal
from background and an output value, oNB, is calculated
for each candidate. The classifiers for e

±
, µ

±
,K

±, K0
S ,

⇡

0, and ⇡± are taken from the neural-network-based full
event reconstruction described in Ref. [16]. For K

⇤ se-
lection, a classifier is trained on MC samples using kine-
matic variables and vertex fit information. The final clas-
sification is performed with a requirement on oNB for each
B decay channel using event-shape variables (i.e., mod-
ified Fox-Wolfram moments [17]), vertex fit information,
and kinematic variables as input for the classifier. The
most important variables for the neural networks are�E,
the reconstructed mass of the K⇤, the product of the net-
work outputs of all secondary particles, and the distance
between the two leptons along the beam direction �z``.
If multiple candidates are found in an event (less than
2% of the time), the most probable candidate is chosen
based on oNB. The selection requirements for the neural
networks are optimized by maximizing the figure of merit
ns/

p
ns + nb separately for the electron and muon chan-

nels, where ns and nb are the expected numbers of signal
and background candidates, respectively, calculated from
MC.

Signal and background yields are extracted by an un-
binned extended maximum likelihood fit to the Mbc dis-
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FIG. 1. Distribution of the beam-energy constrained mass
for selected B ! K⇤e+e� (left) and B ! K⇤µ+µ� (right).
Combinatorial background (shaded blue), signal (red filled)
and total (solid) fit functions are superimposed on the data
points

tribution of B ! K

⇤
`

+
`

� candidates, presented in Fig. 1,
where the signal is parametrized by a Crystal Ball func-
tion [18] and the background is described by an ARGUS
function [19]. The signal shape parameters are deter-
mined from a fit to B ! J/ K

⇤ data in the correspond-
ing q

2 veto region while the background shape parame-
ters are allowed to float in the fit. In total 127± 15 and
185 ± 17 signal candidates are obtained for the electron
and muon channels, respectively.
The analysis is performed in four independent bins of

q

2, as detailed in Table I, with an additional bin in the
range 1.0 GeV2

/c

2
< q

2
< 6.0 GeV2

/c

2, which is favored
for theoretical predictions [6]. To make maximum use
of the limited statistics, a data-transformation technique
[20, 21] is applied, simplifying the di↵erential decay rate
without losing experimental sensitivity. The transforma-
tion is applied to specific regions in the three-dimensional
angular space, exploiting the symmetries of the cosine
and sine functions to cancel terms in Eq. 1. With the
following transformations to the dataset, the data are
sensitive to the observable of interest:

P

0
4, S4 :

8
><

>:

�! �� for � < 0

�! ⇡ � � for ✓` > ⇡/2

✓` ! ⇡ � ✓` for ✓` > ⇡/2,

(3)

P

0
5, S5 :

(
�! �� for � < 0

✓` ! ⇡ � ✓` for ✓` > ⇡/2.
(4)

With this procedure, the remaining observables are the
K

⇤ longitudinal polarization, FL, the transverse polar-

ization asymmetry, A(2)
T = 2S3/(1 � FL), and P

0
4 or P

0
5.

Two independent maximum likelihood fits for each bin
of q2 are performed to the angular distributions to ex-
tract the P

0
4,5 observables. The fits are performed using

the data in the signal region of Mbc of all decay channels
and separately for the electron and muon mode. The sig-
nal (background) region is defined as Mbc � 5.27 GeV/c

2

√s=7,8 TeV: 3 fb-1 

√s=13  TeV: 1.6 fb-1 



Decay rates: bà sll 

  Study same process with 
different hadrons: 
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  Decay rate is consistently low: 
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Figure 5: Di↵erential branching fraction of B0! K⇤(892)0µ+µ� decays as a function of q2. The
data are overlaid with the SM prediction from Refs. [48,49]. No SM prediction is included in the
region close to the narrow cc̄ resonances. The result in the wider q2 bin 15.0 < q2 < 19.0GeV2/c4

is also presented. The uncertainties shown are the quadratic sum of the statistical and systematic
uncertainties, and include the uncertainty on the B0! J/ K⇤0 and J/ ! µ+µ� branching
fractions.

Table 2: Di↵erential branching fraction of B0! K⇤(892)0µ+µ� decays in bins of q2. The first
uncertainty is statistical, the second systematic and the third due to the uncertainty on the
B0! J/ K⇤0 and J/ ! µ+µ� branching fractions.

q

2 bin (GeV2

/c

4) dB/dq2 ⇥ 10�7 (c4/GeV2)

0.10 < q

2

< 0.98 1.016+0.067

�0.073

± 0.029± 0.069

1.1 < q

2

< 2.5 0.326+0.032

�0.031

± 0.010± 0.022

2.5 < q

2

< 4.0 0.334+0.031

�0.033

± 0.009± 0.023

4.0 < q

2

< 6.0 0.354+0.027

�0.026

± 0.009± 0.024

6.0 < q

2

< 8.0 0.429+0.028

�0.027

± 0.010± 0.029

11.0 < q

2

< 12.5 0.487+0.031

�0.032

± 0.012± 0.033

15.0 < q

2

< 17.0 0.534+0.027

�0.037

± 0.020± 0.036

17.0 < q

2

< 19.0 0.355+0.027

�0.022

± 0.017± 0.024

1.1 < q

2

< 6.0 0.342+0.017

�0.017

± 0.009± 0.023

15.0 < q

2

< 19.0 0.436+0.018

�0.019

± 0.007± 0.030
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  Similar loop diagram! 
 
  More observables 

–  Invariant mass of µµ-pair 
–  Angles of K and µ 

 
 
  For example: P5’: 

–  asymmetry of red and blue: 
•  (corrected for √FL(1-FL) ) 
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B0à K0*µ+µ-: angular analysis 
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  Similar loop diagram! 
 
  More observables 

–  Invariant mass of µµ-pair 
–  Angles of K and µ 

  Debate on SM calculation 
–  Non-perturbative “charm loop” effects? 

 

B0à K0*µ+µ- : P5’ 
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Figure 8: The optimised angular observables in bins of q2, determined from a maximum likelihood
fit to the data. The shaded boxes show the SM prediction taken from Ref. [14].
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fit to the data. The shaded boxes show the SM prediction taken from Ref. [14].
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3.4 σ 
  Similar loop diagram! 

 
  More observables 

–  Invariant mass of µµ-pair 
–  Angles of K and µ 

  Debate on SM calculation 
–  Non-perturbative “charm loop” effects? 

 

B0à K0*µ+µ- : P5’ 
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Figure 8: The optimised angular observables in bins of q2, determined from a maximum likelihood
fit to the data. The shaded boxes show the SM prediction taken from Ref. [14].
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3.4 σ 
  Similar loop diagram! 

 
  More observables 

–  Invariant mass of µµ-pair 
–  Angles of K and µ 

  Debate on SM calculation 
–  Non-perturbative “charm loop” effects? 

 

B0à K0*µ+µ- : P5’    Joint effort! 

B0 ! K 0⇤µ+µ� - angular analysis

Form factor independent observables

• Construct ratio of
observables, that are
largely free from form
factors, especially in
large recoil:
P

0
5 =

S5p
FL(1�FL)

P
0
5 =

S5p
FL(1�FL)

P
0
5 =

S5p
FL(1�FL)

• Local deviations are
observed in low q2 bins.
Global significance of
about 3.5� (LHCb only).
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3.4 σ 
  Similar loop diagram! 

 
  More observables 

–  Invariant mass of µµ-pair 
–  Angles of K and µ 

  Debate on SM calculation 
–  Non-perturbative “charm loop” effects? 

B0à K0*µ+µ- : P5’    Joint effort! 
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  Similar loop diagram! 
 
  More observables 

–  Invariant mass of µµ-pair 
–  Angles of K and µ 

  Debate on SM calculation 
–  Non-perturbative “charm loop” effects? 
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Interpretation of global fits
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Optimist’s view point Pessimist’s view point

Vector-like contribution could 
come from new tree level 
contribution from a Z’ with a 
mass of a few TeV (the Z’ will 
also contribute to mixing, a 
challenge for model builders)

Vector-like contribution could 
point to a problem with our 
understanding of QCD, e.g. 
are we correctly estimating 
the contribution for charm 
loops that produce dimuon 
pairs via a virtual  photon. 

More work needed from experiment/theory to disentangle the two
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Intermezzo: Effective couplings 

  Historical example 
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•  Both are correct, depending on the energy scale you consider 
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•  Analog: Flavour-changing neutral current 
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•  Analog: Flavour-changing neutral current 

  Effective coupling can be of various “kinds” 
–  Vector coupling 
–  Axial coupling 
–  Left-handed coupling (V-A) 
–  Right-handed (to quarks) 
–  … 

Furthermore, in inclusive semi–leptonic decays of heavy quarks QCD corrections resulting

from real gluon emission can be calculated perturbatively. These issues are discussed by

Neubert in a separate chapter in this book.

The non–leptonic decays such as K → ππ or B → DK are more complicated to

analyze and to calculate because the factorization of a given matrix element of a four–

fermion operator into the product of current matrix elements is no longer true. Indeed

now the gluons can connect the two quark currents (fig. 10c), and in addition the diagrams

of fig. 10d contribute. The breakdown of factorization in non–leptonic decays is present

both at short and long distances simply because the effects of strong interactions are

felt both at large and small momenta. At large momenta, however, the QCD coupling

constant is small and the non–factorizable contributions can be studied in perturbation

theory. In order to accomplish this task, one has to separate first short distance effects

from long distance effects. This is most elegantly done by means of the operator product

expansion approach (OPE) combined with the renormalization group. In order to discuss

these methods we have to say a few words about the effective field theory picture which

underlies our discussion presented so far.

2.5.2 Effective Field Theory Picture

The basic framework for weak decays of hadrons containing u, d, s, c and b quarks is the

effective field theory relevant for scales µ ≪ MW ,MZ ,mt. This framework, as we have

seen above, brings in local operators which govern “effectively” the transitions in question.

From the point of view of the decaying hadrons containing the lightest five quarks this is

the only correct picture we know and also the most efficient one for studying the presence

of QCD. Furthermore it represents the generalization of the Fermi theory as formulated

by Sudarshan and Marshak [21] and Feynman and Gell-Mann [22] forty years ago.

Indeed the simplest effective Hamiltonian without QCD effects that one would find

from the first diagram of fig. 11 is (see (2.14))

H0
eff =

GF√
2
VcbV

∗
cs(c̄b)V −A(s̄c)V −A , (2.51)

where GF is the Fermi constant, Vij are the relevant CKM factors and

(c̄b)V −A(s̄c)V −A ≡ (c̄γµ(1 − γ5)b)(s̄γµ(1 − γ5)c) = Q2 (2.52)

is a (V −A) · (V −A) current-current local operator usually denoted by Q2. The situation

in the Standard Model is, however, more complicated because of the presence of additional

interactions which effectively generate new operators. These are in particular the gluon,

photon and Z0-boson exchanges and internal top contributions as we have seen above.

Some of the elementary interactions of this type are shown this time for B decays in fig. 11.

Consequently the relevant effective Hamiltonian for B-meson decays involves generally

several operators Qi with various colour and Dirac structures which are different from Q2.

Moreover each operator is multiplied by a calculable coefficient Ci(µ):

Heff =
GF√

2
VCKM

∑

i

Ci(µ)Qi, (2.53)
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•  Analog: Flavour-changing neutral current 

  Effective coupling can be of various “kinds” 
–  Vector coupling:   C9 

–  Axial coupling:   C10 

–  Left-handed coupling (V-A): C9-C10 

–  Right-handed (to quarks):  C9’, C10’, … 
–  … 

Furthermore, in inclusive semi–leptonic decays of heavy quarks QCD corrections resulting

from real gluon emission can be calculated perturbatively. These issues are discussed by

Neubert in a separate chapter in this book.

The non–leptonic decays such as K → ππ or B → DK are more complicated to

analyze and to calculate because the factorization of a given matrix element of a four–

fermion operator into the product of current matrix elements is no longer true. Indeed

now the gluons can connect the two quark currents (fig. 10c), and in addition the diagrams

of fig. 10d contribute. The breakdown of factorization in non–leptonic decays is present

both at short and long distances simply because the effects of strong interactions are

felt both at large and small momenta. At large momenta, however, the QCD coupling

constant is small and the non–factorizable contributions can be studied in perturbation

theory. In order to accomplish this task, one has to separate first short distance effects

from long distance effects. This is most elegantly done by means of the operator product

expansion approach (OPE) combined with the renormalization group. In order to discuss

these methods we have to say a few words about the effective field theory picture which

underlies our discussion presented so far.

2.5.2 Effective Field Theory Picture

The basic framework for weak decays of hadrons containing u, d, s, c and b quarks is the

effective field theory relevant for scales µ ≪ MW ,MZ ,mt. This framework, as we have

seen above, brings in local operators which govern “effectively” the transitions in question.

From the point of view of the decaying hadrons containing the lightest five quarks this is

the only correct picture we know and also the most efficient one for studying the presence

of QCD. Furthermore it represents the generalization of the Fermi theory as formulated

by Sudarshan and Marshak [21] and Feynman and Gell-Mann [22] forty years ago.

Indeed the simplest effective Hamiltonian without QCD effects that one would find

from the first diagram of fig. 11 is (see (2.14))

H0
eff =

GF√
2
VcbV

∗
cs(c̄b)V −A(s̄c)V −A , (2.51)

where GF is the Fermi constant, Vij are the relevant CKM factors and

(c̄b)V −A(s̄c)V −A ≡ (c̄γµ(1 − γ5)b)(s̄γµ(1 − γ5)c) = Q2 (2.52)

is a (V −A) · (V −A) current-current local operator usually denoted by Q2. The situation

in the Standard Model is, however, more complicated because of the presence of additional

interactions which effectively generate new operators. These are in particular the gluon,

photon and Z0-boson exchanges and internal top contributions as we have seen above.

Some of the elementary interactions of this type are shown this time for B decays in fig. 11.

Consequently the relevant effective Hamiltonian for B-meson decays involves generally

several operators Qi with various colour and Dirac structures which are different from Q2.

Moreover each operator is multiplied by a calculable coefficient Ci(µ):

Heff =
GF√

2
VCKM

∑

i

Ci(µ)Qi, (2.53)

20See e.g. Buras & Fleischer, hep-ph/9704376 
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Model independent fits: 
  C9

NP deviates from 0 by >4σ  
  Independent fits by many groups favour: 

§  C9
NP=-1       or 

§  C9
NP=-C10

NP 

Ø  All measurements (175) agree with a single (simple?) shift… 

Capdevila, Crivellin, Descotes-Genon, Matias, Virto, 
arXiv:1705.05340 

Altmannshofer & Straub, arXiv:1503.06199, 
(update arXiv:1703.09189) 
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PullSM p-val 
SM (175 measurem)               11% 
C9

NP=-1.11         : 5.8σ   68% 
C9

NP=-C10
NP=-0.6: 5.3σ   58% 

PullSM  p-val    +ee 
SM (χ2/ndof=117/88)              2.1% 0.9%      
C9

NP=-1.07         : 3.7σ 11.3%  4.3σ 
C9

NP=-C10
NP=-0.5: 3.1σ   7.1%  3.9σ 
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Figure 14: The ��2 distribution for the real part of the generalised vector-coupling strength, C9.
This is determined from a fit to the results of the maximum likelihood fit of the CP -averaged
observables. The SM central value is Re(CSM

9 ) = 4.27 [11], the best fit point is found to be at
�Re(C9) = �1.04± 0.25.

31

NP=V 

SM 
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B+àK+µ+µ- : in detail 

  Contributions from bàsll  
–  B+àK+µ+µ-  

  Contributions from bàscc 
–  e.g. B+àK+φ, B+àK+J/ψ, B+àK+ψ(2S), … 

  Understand interference 
–  Positive or negative?  
–  More general: phase difference? ±900 

Ø  Small interference 

 
  Angular analysis: 

–  Consistent with  
no assymetry 
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Figure 1: Reconstructed K+µ+µ� mass of the selected B+! K+µ+µ� candidates. The fit to
the data is described in the text.

the decay. The coe�cient C9 corresponds to the coupling strength of the vector current
operator, C10 to the axial-vector current operator and C7 to the electromagnetic dipole
operator. The operator definitions and the numerical values of the Wilson coe�cients
in the SM can be found in Ref. [41]. Right-handed Wilson coe�cients, conventionally
denoted C 0

i

, are suppressed in the SM and are ignored in this analysis. The Wilson
coe�cients C9 and C10 are assumed to be real. This implicitly assumes that there is no
weak phase associated with the short-distance contribution. In general, CP -violating
e↵ects are expected to be small across the m

µµ

range with the exception of the region
around the ⇢ and ! resonances, which enter with di↵erent strong and weak phases [42].
The small size of the CP asymmetry between B

� and B

+ decays is confirmed in Ref. [43].
In the present analysis, there is no sensitivity to CP -violating e↵ects at low masses and
therefore the phases of the resonances are taken to be the same for B+ and B

� decays
throughout.

Vector resonances, which produce dimuon pairs via a virtual photon, mimic a contri-
bution to C9. These long-distance hadronic contributions to the B+! K

+
µ

+
µ

� decay are
taken into account by introducing an e↵ective Wilson coe�cient in place of C9 in Eq. 1,

Ce↵
9 = C9 + Y (q2), (2)

where the term Y (q2) describes the sum of resonant and continuum hadronic states
appearing in the dimuon mass spectrum. In this analysis Y (q2) is replaced by the sum of
vector meson resonances j such that

Ce↵
9 = C9 +

X

j

⌘

j

e

i�j
A

res
j

(q2), (3)

where ⌘

j

is the magnitude of the resonance amplitude and �

j

its phase relative to C9.
These phase di↵erences are one of the main results of this paper. The q

2 dependence of
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Figure 3: Fits to the dimuon mass distribution for the four di↵erent phase combinations that
describe the data equally well. The plots show cases where the J/ and  (2S) phases are
both negative (top left); the J/ phase is positive and the  (2S) phase is negative (top right);
the J/ phase is negative and the  (2S) phase is positive (bottom left); and both phases are
positive (bottom right). The component labelled interference refers to the interference between
the short- and long-distance contributions to the decay. The �2 value of the four solutions is
almost identical, with a value of 110 for 78 degrees of freedom.

can be obtained by mirroring in the axes. The branching fraction of the short-distance
component provides a good constraint on the sum of |C9|2 and |C10|2 (see Eq. 1). This
gives rise to the annular shape in the likelihood profile in Fig. 4. In addition, there is
a modest ability for the fit to di↵erentiate between C9 and C10 through the interference
of the C9 component with the resonances. The visible interference pattern excludes very
small values of |C9|. Overall, the correlation between C9 and C10 is approximately 90%.
The best-fit point for the Wilson coe�cients (in a given quadrant of the C9 and C10
plane) and the corresponding B

+ ! K

+
µ

+
µ

� branching fraction are the same for the
four combinations of the J/ and  (2S) phases. Including statistical and systematic
uncertainties, the fit results deviate from the SM prediction at the level of 3.0 standard
deviations. The uncertainty is dominated by the precision of the form factors. The best-fit
point prefers a value of |C10| that is smaller than |CSM

10 | and a value of |C9| that is larger
than |CSM

9 |. However, if C10 is fixed to its SM value, the fit prefers |C9| < |CSM
9 |. This
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Table 2: Parameters describing the e�ciency to trigger, reconstruct and select simulated
B+! K+µ+µ� decays as a function of m

µµ

.

"0 "1 "2 "3 "4 "5 "6

Value 0.9262 0.1279 �0.0532 �0.1857 �0.1269 �0.0205 �0.0229
Uncertainty 0.0036 0.0080 0.0116 0.0131 0.0155 0.0138 0.0148

Correlation "0 "1 "2 "3 "4 "5 "6

"0 1.000 �0.340 0.605 �0.208 0.432 �0.132 0.298
"1 1.000 �0.345 0.635 �0.207 0.411 �0.094
"2 1.000 �0.352 0.684 �0.224 0.455
"3 1.000 �0.344 0.608 �0.154
"4 1.000 �0.344 0.619
"5 1.000 �0.259
"6 1.000

from B

+! ⇡

+
µ

+
µ

� decays, where the pion is mistakenly identified as a kaon, is taken
from simulated events.

6 Results

The dimuon mass distributions and the projections of the fit to the data are shown in
Fig. 3. Four solutions are obtained with almost equal likelihood values, which correspond
to ambiguities in the signs of the J/ and  (2S) phases. The values of the phases and
branching fractions of the vector meson resonances are listed in Table 3. The posterior
values for the f+ form factor are reported in Table 4. A �

2 test between the data and the
model, with the binning scheme used in Fig. 3, results in a �2 of 110 with 78 degrees of
freedom. The largest disagreements between the data and the model are localised in the
m

µµ

region close to the J/ pole mass and around 1.8GeV/c2. The latter is discussed in
Sec. 7.

The branching fraction of the short-distance component of the B

+! K

+
µ

+
µ

� decay
can be calculated by integrating Eq. 1 after setting the amplitudes of the resonances to
zero. This gives

B(B+! K

+
µ

+
µ

�) = (4.37± 0.15 (stat)± 0.23 (syst))⇥ 10�7
,

where the statistical uncertainty includes the uncertainty on the form-factor predictions.
The systematic uncertainty on the branching fraction is discussed in Sec. 7. This mea-
surement is compatible with the branching fraction reported in Ref. [22]. The two results
are based on the same data and therefore should not be used together in global fits. The
branching fraction reported in Ref. [22] is based on a binned measurement in q

2 regions
away from the narrow resonances (�, J/ and  (2S)) and then extrapolated to the full
q

2 range. The contribution from the broad resonances was thus included in that result.
A two-dimensional likelihood profile of C9 and C10 is also obtained as shown in Fig. 4.

The intervals correspond to �2 probabilities assuming two degrees of freedom. Only the
quadrant with C9 and C10 values around the SM prediction is shown. The other quadrants

9

Table 3: Branching fractions and phases for each resonance in the fit for the four solutions of
the J/ and  (2S) phases. Both statistical and systematic contributions are included in the
uncertainties. There is a common systematic uncertainty of 4.5%, dominated by the uncertainty
on the B+ ! J/ K+ branching fraction, which provides the normalisation for all measurements.

J/ negative/ (2S) negative J/ negative/ (2S) positive
Resonance Phase [rad] Branching fraction Phase [rad] Branching fraction

⇢(770) �0.35± 0.54 (1.71± 0.25)⇥ 10�10 �0.30± 0.54 (1.71± 0.25)⇥ 10�10

!(782) 0.26± 0.39 (4.93± 0.59)⇥ 10�10 0.30± 0.38 (4.93± 0.58)⇥ 10�10

�(1020) 0.47± 0.39 (2.53± 0.26)⇥ 10�9 0.51± 0.37 (2.53± 0.26)⇥ 10�9

J/ �1.66± 0.05 – �1.50± 0.05 –
 (2S) �1.93± 0.10 (4.64± 0.20)⇥ 10�6 2.08± 0.11 (4.69± 0.20)⇥ 10�6

 (3770) �2.13± 0.42 (1.38± 0.54)⇥ 10�9 �2.89± 0.19 (1.67± 0.61)⇥ 10�9

 (4040) �2.52± 0.66 (4.17± 2.72)⇥ 10�10 �2.69± 0.52 (4.25± 2.83)⇥ 10�10

 (4160) �1.90± 0.64 (2.61± 0.84)⇥ 10�9 �2.13± 0.33 (2.67± 0.85)⇥ 10�9

 (4415) �2.52± 0.36 (6.04± 3.93)⇥ 10�10 �2.43± 0.43 (7.10± 4.48)⇥ 10�10

J/ positive/ (2S) negative J/ positive/ (2S) positive
Resonance Phase [rad] Branching fraction Phase [rad] Branching fraction

⇢(770) �0.26± 0.54 (1.71± 0.25)⇥ 10�10 �0.22± 0.54 (1.71± 0.25)⇥ 10�10

!(782) 0.35± 0.39 (4.93± 0.58)⇥ 10�10 0.38± 0.38 (4.93± 0.58)⇥ 10�10

�(1020) 0.58± 0.38 (2.53± 0.26)⇥ 10�9 0.62± 0.37 (2.52± 0.26)⇥ 10�9

J/ 1.47± 0.05 – 1.63± 0.05 –
 (2S) �2.21± 0.11 (4.63± 0.20)⇥ 10�6 1.80± 0.10 (4.68± 0.20)⇥ 10�6

 (3770) �2.40± 0.39 (1.39± 0.54)⇥ 10�9 �2.95± 0.14 (1.68± 0.61)⇥ 10�9

 (4040) �2.64± 0.50 (4.05± 2.76)⇥ 10�10 �2.75± 0.48 (4.30± 2.86)⇥ 10�10

 (4160) �2.11± 0.38 (2.62± 0.82)⇥ 10�9 �2.28± 0.24 (2.68± 0.81)⇥ 10�9

 (4415) �2.42± 0.46 (6.13± 3.98)⇥ 10�10 �2.31± 0.48 (7.12± 4.94)⇥ 10�10

is consistent with the results of global fits to b! s`

+
`

� processes. Given the model
assumptions in this paper, the interference with the J/ meson is not able to explain the
low value of the branching fraction of the B

+! K

+
µ

+
µ

� decay while keeping the values
of C9 and C10 at their SM predictions.

7 Systematic uncertainties

Sources of systematic uncertainty are considered separately for the phase and branching
fraction measurements. In both cases, the largest systematic uncertainties are accounted
for in the statistical uncertainty as they are included as nuisance parameters in the fit.

Table 4: Coe�cients of the form factor f+(q2) as introduced in Eq. 8 with both prior (from
Ref. [40]) and posterior values shown.

Coe�cient Ref. [40] Fit result
b

+
0 0.466± 0.014 0.465± 0.013
b

+
1 �0.89± 0.13 �0.81± 0.05
b

+
2 �0.21± 0.55 0.03± 0.32

11

Table 3: Branching fractions and phases for each resonance in the fit for the four solutions of
the J/ and  (2S) phases. Both statistical and systematic contributions are included in the
uncertainties. There is a common systematic uncertainty of 4.5%, dominated by the uncertainty
on the B+ ! J/ K+ branching fraction, which provides the normalisation for all measurements.

J/ negative/ (2S) negative J/ negative/ (2S) positive
Resonance Phase [rad] Branching fraction Phase [rad] Branching fraction

⇢(770) �0.35± 0.54 (1.71± 0.25)⇥ 10�10 �0.30± 0.54 (1.71± 0.25)⇥ 10�10

!(782) 0.26± 0.39 (4.93± 0.59)⇥ 10�10 0.30± 0.38 (4.93± 0.58)⇥ 10�10

�(1020) 0.47± 0.39 (2.53± 0.26)⇥ 10�9 0.51± 0.37 (2.53± 0.26)⇥ 10�9

J/ �1.66± 0.05 – �1.50± 0.05 –
 (2S) �1.93± 0.10 (4.64± 0.20)⇥ 10�6 2.08± 0.11 (4.69± 0.20)⇥ 10�6

 (3770) �2.13± 0.42 (1.38± 0.54)⇥ 10�9 �2.89± 0.19 (1.67± 0.61)⇥ 10�9

 (4040) �2.52± 0.66 (4.17± 2.72)⇥ 10�10 �2.69± 0.52 (4.25± 2.83)⇥ 10�10

 (4160) �1.90± 0.64 (2.61± 0.84)⇥ 10�9 �2.13± 0.33 (2.67± 0.85)⇥ 10�9

 (4415) �2.52± 0.36 (6.04± 3.93)⇥ 10�10 �2.43± 0.43 (7.10± 4.48)⇥ 10�10

J/ positive/ (2S) negative J/ positive/ (2S) positive
Resonance Phase [rad] Branching fraction Phase [rad] Branching fraction

⇢(770) �0.26± 0.54 (1.71± 0.25)⇥ 10�10 �0.22± 0.54 (1.71± 0.25)⇥ 10�10

!(782) 0.35± 0.39 (4.93± 0.58)⇥ 10�10 0.38± 0.38 (4.93± 0.58)⇥ 10�10

�(1020) 0.58± 0.38 (2.53± 0.26)⇥ 10�9 0.62± 0.37 (2.52± 0.26)⇥ 10�9

J/ 1.47± 0.05 – 1.63± 0.05 –
 (2S) �2.21± 0.11 (4.63± 0.20)⇥ 10�6 1.80± 0.10 (4.68± 0.20)⇥ 10�6

 (3770) �2.40± 0.39 (1.39± 0.54)⇥ 10�9 �2.95± 0.14 (1.68± 0.61)⇥ 10�9

 (4040) �2.64± 0.50 (4.05± 2.76)⇥ 10�10 �2.75± 0.48 (4.30± 2.86)⇥ 10�10

 (4160) �2.11± 0.38 (2.62± 0.82)⇥ 10�9 �2.28± 0.24 (2.68± 0.81)⇥ 10�9

 (4415) �2.42± 0.46 (6.13± 3.98)⇥ 10�10 �2.31± 0.48 (7.12± 4.94)⇥ 10�10

is consistent with the results of global fits to b! s`
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� processes. Given the model
assumptions in this paper, the interference with the J/ meson is not able to explain the
low value of the branching fraction of the B
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� decay while keeping the values
of C9 and C10 at their SM predictions.

7 Systematic uncertainties

Sources of systematic uncertainty are considered separately for the phase and branching
fraction measurements. In both cases, the largest systematic uncertainties are accounted
for in the statistical uncertainty as they are included as nuisance parameters in the fit.

Table 4: Coe�cients of the form factor f+(q2) as introduced in Eq. 8 with both prior (from
Ref. [40]) and posterior values shown.

Coe�cient Ref. [40] Fit result
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Figure 5: Results of the AFB (left) and FH (right) measurements in ranges of q2. The statistical
uncertainties are shown by the inner vertical bars, while the outer vertical bars give the to-
tal uncertainties. The horizontal bars show the q2 range widths. The vertical shaded regions
are 8.68–10.09 and 12.86–14.18 GeV2, corresponding to the J/y- and y(2S)-dominated control
regions, respectively. The horizontal lines in the right plot show the DHMV SM theoretical
predictions [31, 32], whose uncertainties are smaller than the line width.

Table 2: Results of the fit for each q2 range, together with several SM predictions. The inclu-
sive q2 = 1.00–22.00 GeV2 range in the bottom line does not include events from the J/y and
y(2S) resonance regions. The signal yield YS is given, along with its statistical uncertainty. The
measured values of AFB and FH are presented, where the first uncertainties are statistical and
the second are systematic. The fifth column is a theoretical prediction by C. Bobeth et al. [1, 3]
using the EOS package [33] with the form factors from Refs. [2, 34, 35]. The sixth column is the
calculation from S. Descotes-Genon et al. (DHMV) based on Refs. [31, 32]. The last column is
the prediction using the FLAVIO package [36] with the form factors from Ref. [37]. Only the
central values of the theoretical predictions are shown, since their uncertainties are insignificant
compared to those in the measurements.

q2 (GeV2) YS AFB FH FH(EOS) FH(DHMV) FH(FLAVIO)

1.00–2.00 169 ± 22 0.08 +0.22
�0.19 ± 0.05 0.21 +0.29

�0.21 ± 0.39 0.047 0.046 0.045
2.00–4.30 331 ± 32 �0.04 +0.12

�0.12 ± 0.07 0.85 +0.34
�0.31 ± 0.14 0.024 0.023 0.022

4.30–8.68 785 ± 42 0.00 +0.04
�0.04 ± 0.02 0.01 +0.02

�0.01 ± 0.04 — 0.012 0.011
10.09–12.86 365 ± 29 0.00 +0.05

�0.05 ± 0.05 0.01 +0.02
�0.01 ± 0.06 — — —

14.18–16.00 215 ± 19 0.01 +0.06
�0.05 ± 0.02 0.03 +0.03

�0.03 ± 0.07 0.007 0.007 0.006
16.00–18.00 262 ± 21 0.04 +0.05

�0.04 ± 0.03 0.07 +0.06
�0.07 ± 0.07 0.007 0.007 0.006

18.00–22.00 226 ± 20 0.05 +0.05
�0.04 ± 0.02 0.10 +0.06

�0.10 ± 0.09 0.008 0.009 0.008

1.00–6.00 778 ± 47 �0.14 +0.07
�0.06 ± 0.03 0.38 +0.17

�0.21 ± 0.09 0.025 0.025 0.020

1.00–22.00 2286 ± 73 0.00 +0.02
�0.02 ± 0.03 0.01 +0.01

�0.01 ± 0.06 — — —

7 Summary

An angular analysis of the decay B+ ! K+µ+µ� has been performed using a data sample
of proton-proton collisions corresponding to an integrated luminosity of 20.5 fb�1 recorded
with the CMS detector at

p
s = 8 TeV. The forward-backward asymmetry AFB of the muon

system and the contribution FH of the pseudoscalar, scalar, and tensor amplitudes to the decay
width are measured as a function of the dimuon mass squared. The results are consistent

CMS, arXiv:1806.00636 
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B0
sà K0*µ+µ- 

  Study analogous bà dµ+µ- transition: 
–  Also observed in  

–  Similar EW penguin as bà sµ+µ-  
–  Observed 38 ± 12 events (3.4σ) 
–  Consistent with suppression due to |Vtd|/|Vts| 
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Figure 1: Distribution of reconstructed K�⇡+µ+µ� invariant mass of candidates outside the J/ 
and  (2S) mass regions, summing the three highest neural network response bins of each run
condition. The candidates are shown (left) over the full range and (right) over a restricted vertical
range to emphasise the B0

s

! K⇤0µ+µ� component. The solid line indicates a combination of
the results of the fits to the individual bins. Components are detailed in the legend, where they
are shown in the same order as they are stacked in the figure. The background from misidentified
B0! K⇤0µ+µ� decays is included in the B0! K⇤0µ+µ� component.

the J/ mass region. The shape of the background in the fit is modelled by Crystal Ball
functions. Several other sources of background are considered but are found to have a
negligible contribution to the fit. These sources include semileptonic decays of b hadrons
via intermediate open-charm states and fully hadronic b-hadron decays. The background
from semileptonic decays is predominantly reconstructed at low m(K�⇡+µ+µ�) and does
not contribute to the analysis. Fully hadronic b-hadron decays contribute at the level of 1
to 2 candidates at masses close to the known B0

s

mass. This background is neglected in
the analysis but is considered as a source of systematic uncertainty in Sec. 6.

Figure 1 shows the fit to the candidates, where the result of the fit in the three most
signal-like neural network response bins for each data-taking period has been combined.
The dominant contribution in the fit is the B0! K⇤0µ+µ� decay. Figure 2 shows the fit
to the mass-constrained candidates in the J/ mass region, also with the three highest
neural network response bins for each data taking period combined. In this fit, a small
background component from B0! K⇤0µ+µ� decays is included. This background has
the same final state but is constrained to the wrong dimuon mass and becomes a broad
component in the fit. The fit results in individual bins of neural network response are
shown in the appendix in Figs. 5 and 6. Summing over the bins of neural network
response and data-taking periods, the yields are: 627 244± 837 for the B0 ! J/ K⇤0

decay, 5730± 94 for the B0
s

! J/ K⇤0 decay, 4157± 72 for the B0 ! K⇤0µ+µ� decay,
and 38± 12 for the B0

s

! K⇤0µ+µ� decay. No correction has been made to these yields
to account for cases where the K�⇡+ system does not originate from a K⇤(892)0 decay.
Contamination from non-K⇤0 decays is discussed further in Sec. 5. Using Wilks’ theorem,
the significance of the B0

s

! K⇤0µ+µ� yield is determined to be 3.4 standard deviations
compared to the background-only hypothesis. This includes the systematic uncertainties
on the yield discussed in Sec. 6. Figure 3 shows the variation of the log-likelihood of the
simultaneous fit as a function of the B0

s

! K⇤0µ+µ� yield.

5

5 Results

The branching fraction of the B0
s

! K⇤0µ+µ� decay is determined with respect to that of
B0! J/ K⇤0 according to

B(B0
s

! K⇤0µ+µ�) = B(B0! J/ K⇤0)B(J/ ! µ+µ�)

⇥ f
d

f
s

N(B0
s

! K⇤0µ+µ�)

"(B0
s

! K⇤0µ+µ�)

"(B0 ! J/ K⇤0)

N(B0 ! J/ K⇤0)
.

(1)

Here, N is the yield for a given decay mode determined from the fit to m(K�⇡+µ+µ�) or
m(J/ K�⇡+) and " is the e�ciency to reconstruct and select the given decay mode. The
ratio f

s

/f
d

is the relative production fraction of B0
s

and B0 mesons in pp collisions.
The e�ciency to trigger, reconstruct and select each of the decay modes is determined

from the simulation after applying the data-driven corrections. The e�ciency for the
B0

s

! K⇤0µ+µ� decay is corrected to account for events in the vetoed q2 regions following
the same prescription as Ref. [16]. The e�ciency corrected yields are further corrected
for contamination from decays with the K�⇡+ system in an S-wave configuration. For
the decay B0

s

! J/ K⇤0, the S-wave fraction of FS(B0! J/ K⇤0) = (6.4± 0.3± 1.0)%
determined in Ref. [41] is used. The S-wave contamination of the B0

s

! K⇤0µ+µ� decay
is unknown but it is assumed to be at a similar level to that of the B0! K⇤0µ+µ� decay.
The full size of the S-wave correction is taken as a systematic uncertainty. The S-wave
contamination of the B0! K⇤0µ+µ� decay is determined using the model from Ref. [16].
This model predicts an S-wave fraction of FS(B0 ! K⇤0µ+µ�) = (3.4± 0.8)% in the
K�⇡+ mass window used in this analysis.

The ratio of production fractions, f
s

/f
d

, has been measured at 7 and 8TeV to be
f
s

/f
d

= 0.259± 0.015 in the LHCb detector acceptance [42]. The production fraction at
13TeV has been shown to be consistent with that of the 7 and 8TeV data in Ref. [43].
The production fraction at 13TeV has also been validated in this analysis by comparing
the e�ciency-corrected yields of the B0 and the B0

s

! J/ K⇤0 decays in bins of the B0
(s)

meson pT. Taking the branching fractions of the decays B0! J/ K⇤0 and J/ ! µ+µ�

to be (1.19± 0.01± 0.08)⇥ 10�3 [44] and (5.96± 0.03)% [36], respectively, results in a
branching fraction for the B0

s

! K⇤0µ+µ� decay of

B(B0
s

! K⇤0µ+µ�) = [2.9± 1.0 (stat)± 0.2 (syst)± 0.3 (norm)]⇥ 10�8 .

The first and second uncertainties are statistical and systematic, respectively. The third
uncertainty is due to limited knowledge of the external parameters used to normalise
the observed yield. This includes the uncertainties on the external branching fraction
measurements, on f

s

/f
d

, FS(B0! J/ K⇤0) and FS(B0
s

! K⇤0µ+µ�).
A measurement of the branching fraction of the B0

s

! K⇤0µ+µ� decay relative to that
of B0

s

! J/ K⇤0 is also made. The S-wave contamination of the B0
s

! J/ K⇤0 decay
is corrected for by using the measurements of FS in bins of m(K�⇡+) from Ref. [45],
scaled according to the model in Ref. [16], giving FS(B0

s

! J/ K⇤0) = (16.0± 3.0)%. The
resulting ratio of branching fractions is

B(B0
s

! K⇤0µ+µ�)

B(B0
s

! J/ K⇤0)B(J/ ! µ+µ�)
= [1.4± 0.4 (stat)± 0.1 (syst)± 0.1 (norm)]⇥ 10�2 ,

where the third uncertainty is due to FS(B0
s

! J/ K⇤0) and FS(B0
s

! K⇤0µ+µ�) .
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0→ µ+µ- K+ → π+νν 

K0 → π0νν 
Σ+→ pµ+µ-  
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D0→ e+µ- 
D0→ h+h-µ+µ- 

J/ψ→D0e+e- 
Λc

+→ pµ+µ-  
 

Beauty B0
(s)→ µ+µ-   

B0
(s)→ τ+τ-  

B0
(s)→ e+µ-  

B0 → K(*)µ+µ-/e+e- 

B+ → K(*)µ+µ-/e+e- 
B0

s→ φµ+µ- 
B0

s→ K*µ+µ- 

Λb→ Λ µ+µ- B0  → D(*)µ+ν / τ+ν 
Bc

+→ J/ψµ+ν / τ+ν 
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RK : B+àK+µ+µ- and B+àK+e+e- 

  Similar loop diagram! 

  Measure ratio µ/e 
  SM expectation: RK=1 

Ø  Lepton flavour   
   “non-universal” ? 

2.6 σ 

LHCb,PRL 113 (2014) 151601  
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RK*: B0àK0*µ+µ- and B0àK0*e+e- 

  Similar loop diagram! 

  Measure ratio µ/e 
  SM expectation: RK*=1 

Ø  Extra bin at low q2… 
§  q2~0 not helicity suppressed 

2.6 σ 

LHCb Coll., JHEP 1708 (2017) 055 
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RK⇤0 =

(
0.66 + 0.11

� 0.07 (stat) ± 0.03 (syst) for 0.045 < q2 < 1.1 GeV2/c4 ,

0.69 + 0.11
� 0.07 (stat) ± 0.05 (syst) for 1.1 < q2 < 6.0 GeV2/c4 .

Table 5: Measured RK⇤0 ratios in the two q2 regions. The first uncertainties are statistical and
the second are systematic. About 50% of the systematic uncertainty is correlated between the
two q2 bins. The 95.4% and 99.7% confidence level (CL) intervals include both the statistical
and systematic uncertainties.

low-q2 central-q2

RK⇤0 0.66 + 0.11
� 0.07 ± 0.03 0.69 + 0.11

� 0.07 ± 0.05

95.4% CL [0.52, 0.89] [0.53, 0.94]

99.7% CL [0.45, 1.04] [0.46, 1.10]

0 5 10 15 20

q2 [GeV2/c4]
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0.5
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K
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LHCb

LHCb

BaBar
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Figure 10: (left) Comparison of the LHCb RK⇤0 measurements with the SM theoretical predic-
tions: BIP [26] CDHMV [27–29], EOS [30, 31], flav.io [32–34] and JC [35]. The predictions are
displaced horizontally for presentation. (right) Comparison of the LHCb RK⇤0 measurements
with previous experimental results from the B factories [4, 5]. In the case of the B factories the
specific vetoes for charmonium resonances are not represented.

of 3 fb�1 of pp collisions, recorded by the LHCb experiment during 2011 and 2012, are
used. The RK⇤0 ratio is measured in two regions of the dilepton invariant mass squared
to be

RK⇤0 =

(
0.66 + 0.11

� 0.07 (stat) ± 0.03 (syst) for 0.045 < q2 < 1.1 GeV2/c4 ,

0.69 + 0.11
� 0.07 (stat) ± 0.05 (syst) for 1.1 < q2 < 6.0 GeV2/c4 .

The corresponding 95.4% confidence level intervals are [0.52, 0.89] and [0.53, 0.94]. The
results, which represent the most precise measurements of RK⇤0 to date, are compatible
with the SM expectations [26–35] at 2.1–2.3 standard deviations for the low-q2 region
and 2.4–2.5 standard deviations for the central-q2 region, depending on the theoretical
prediction used.

Model-independent fits to the ensemble of FCNC data that allow for NP contribu-
tions [27–35] lead to predictions for RK⇤0 in the central-q2 region that are similar to the
value observed; smaller deviations are expected at low-q2. The larger data set currently
being accumulated by the LHCb collaboration will allow for more precise tests of these
predictions.
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   “non-universal” ? 
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RK* : Analysis 

  Double ratio: 

 
Bremstrahlung correction 

 
  Statistically  

  dominated by B0àK0*ee 

57 

Figure 1: Feynman diagrams in the SM of the B0! K⇤0`+`� decay for the (top left) electroweak
penguin and (top right) box diagram. Possible NP contributions violating LU: (bottom left) a
tree-level diagram mediated by a new gauge boson Z 0 and (bottom right) a tree-level diagram
involving a leptoquark LQ.

bin at 6.0 GeV2/c4 is chosen to reduce contamination from the radiative tail of the J/ 
resonance.

The measurement is performed as a double ratio of the branching fractions of the
B0! K⇤0`+`� and B0! K⇤0J/ (! `+`�) decays

RK⇤0 =
B(B0! K⇤0µ+µ�)

B(B0! K⇤0J/ (! µ+µ�))

�
B(B0! K⇤0e+e�)

B(B0! K⇤0J/ (! e+e�))
,

where the two channels are also referred to as the “nonresonant” and the “resonant” modes,
respectively. The experimental quantities relevant for the measurement are the yields
and the reconstruction e�ciencies of the four decays entering in the double ratio. Due
to the similarity between the experimental e�ciencies of the nonresonant and resonant
decay modes, many sources of systematic uncertainty are substantially reduced. This
helps to mitigate the significant di↵erences in reconstruction between decays with muons
or electrons in the final state, mostly due to bremsstrahlung emission and the trigger
response. The decay J/ ! `+`� is measured to be consistent with LU [24]. In order to
avoid experimental biases, a blind analysis was performed. The measurement is corrected
for final-state radiation (FSR). Recent SM predictions for RK⇤0 in the two q2 regions are
reported in table 1. Note that possible uncertainties related to QED corrections are only
included in Ref. [26], and these are found to be at the percent level. The RK⇤0 ratio is
smaller than unity in the low-q2 region due to phase-space e↵ects.

The remainder of this paper is organised as follows: section 2 describes the LHCb
detector, as well as the data and the simulation samples used; the experimental challenges
in studying electrons as compared to muons are discussed in section 3; section 4 details
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Figure 7: Fit to the m(K+⇡�e+e�) invariant mass of (top) B0! K⇤0e+e� in the low- and
central-q2 bins and (bottom) B0! K⇤0J/ (! e+e�) candidates. The dashed line is the signal
PDF, the shaded shapes are the background PDFs and the solid line is the total PDF. The fit
residuals normalised to the data uncertainty are shown at the bottom of each distribution.

the low- and central-q2 regions, respectively.
The e�ciency ratios between the nonresonant and the resonant modes, "`+`�/"J/ (`+`�)

,
which directly enter in the RK⇤0 measurement, are reported in table 3. Besides a depen-
dence on the kinematics, the di↵erence between the ratios in the two q2 regions is almost
entirely due to the di↵erent requirement on the neural-network classifier. The relative
fraction of the electron trigger categories is checked using simulation to depend on q2 as
expected: the fraction of L0E decreases when decreasing in q2, while L0H increases; on
the other hand, the fraction of L0I only mildly depends on q2.

9 Cross-checks

A large number of cross-checks were performed before unblinding the result. The control
of the absolute scale of the e�ciencies is tested by measuring the ratio of the branching
fractions of the muon and electron resonant channels

rJ/ =
B(B0! K⇤0J/ (! µ+µ�))

B(B0! K⇤0J/ (! e+e�))
,

which is expected to be equal to unity. This quantity represents an extremely stringent
test, as it does not benefit from the large cancellation of the experimental systematic
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Figure 7: Fit to the m(K+⇡�e+e�) invariant mass of (top) B0! K⇤0e+e� in the low- and
central-q2 bins and (bottom) B0! K⇤0J/ (! e+e�) candidates. The dashed line is the signal
PDF, the shaded shapes are the background PDFs and the solid line is the total PDF. The fit
residuals normalised to the data uncertainty are shown at the bottom of each distribution.

the low- and central-q2 regions, respectively.
The e�ciency ratios between the nonresonant and the resonant modes, "`+`�/"J/ (`+`�)

,
which directly enter in the RK⇤0 measurement, are reported in table 3. Besides a depen-
dence on the kinematics, the di↵erence between the ratios in the two q2 regions is almost
entirely due to the di↵erent requirement on the neural-network classifier. The relative
fraction of the electron trigger categories is checked using simulation to depend on q2 as
expected: the fraction of L0E decreases when decreasing in q2, while L0H increases; on
the other hand, the fraction of L0I only mildly depends on q2.

9 Cross-checks

A large number of cross-checks were performed before unblinding the result. The control
of the absolute scale of the e�ciencies is tested by measuring the ratio of the branching
fractions of the muon and electron resonant channels

rJ/ =
B(B0! K⇤0J/ (! µ+µ�))

B(B0! K⇤0J/ (! e+e�))
,

which is expected to be equal to unity. This quantity represents an extremely stringent
test, as it does not benefit from the large cancellation of the experimental systematic
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Figure 7: Fit to the m(K+⇡�e+e�) invariant mass of (top) B0! K⇤0e+e� in the low- and
central-q2 bins and (bottom) B0! K⇤0J/ (! e+e�) candidates. The dashed line is the signal
PDF, the shaded shapes are the background PDFs and the solid line is the total PDF. The fit
residuals normalised to the data uncertainty are shown at the bottom of each distribution.

the low- and central-q2 regions, respectively.
The e�ciency ratios between the nonresonant and the resonant modes, "`+`�/"J/ (`+`�)

,
which directly enter in the RK⇤0 measurement, are reported in table 3. Besides a depen-
dence on the kinematics, the di↵erence between the ratios in the two q2 regions is almost
entirely due to the di↵erent requirement on the neural-network classifier. The relative
fraction of the electron trigger categories is checked using simulation to depend on q2 as
expected: the fraction of L0E decreases when decreasing in q2, while L0H increases; on
the other hand, the fraction of L0I only mildly depends on q2.

9 Cross-checks

A large number of cross-checks were performed before unblinding the result. The control
of the absolute scale of the e�ciencies is tested by measuring the ratio of the branching
fractions of the muon and electron resonant channels

rJ/ =
B(B0! K⇤0J/ (! µ+µ�))

B(B0! K⇤0J/ (! e+e�))
,

which is expected to be equal to unity. This quantity represents an extremely stringent
test, as it does not benefit from the large cancellation of the experimental systematic
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Figure 6: Fit to the m(K+⇡�µ+µ�) invariant mass of (top) B0! K⇤0µ+µ� in the low- and
central-q2 bins and (bottom) B0! K⇤0J/ (! µ+µ�) candidates. The dashed line is the signal
PDF, the shaded shapes are the background PDFs and the solid line is the total PDF. The fit
residuals normalised to the data uncertainty are shown at the bottom of each distribution.

Table 2: Yields obtained from the mass fits to the muon and electron (in the three trigger
categories) channels. The uncertainties are statistical only.

B0! K⇤0`+`�
B0! K⇤0J/ (! `+`�)

low-q2 central-q2

µ+µ� 285 + 18

� 18

353 + 21

� 21

274416 + 602

� 654

e+e� (L0E) 55 + 9

� 8

67 + 10

� 10

43468 + 222

� 221

e+e� (L0H) 13 + 5

� 5

19 + 6

� 5

3388 + 62

� 61

e+e� (L0I) 21 + 5

� 4

25 + 7

� 6

11505 + 115

� 114

8 E�ciencies

The e�ciency for selecting each decay mode is defined as the product of the e�ciencies
of the geometrical acceptance of the detector, the complete reconstruction of all tracks,
the trigger requirements and the full set of kinematic, PID and background rejection
requirements. All e�ciencies are determined using simulation that is tuned to data, as
described in section 4, and account for bin migration in q2 due to resolution, FSR and
bremsstrahlung in the detector. The net bin migration amounts to about 1% and 5% in
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Figure 7: Fit to the m(K+⇡�e+e�) invariant mass of (top) B0! K⇤0e+e� in the low- and
central-q2 bins and (bottom) B0! K⇤0J/ (! e+e�) candidates. The dashed line is the signal
PDF, the shaded shapes are the background PDFs and the solid line is the total PDF. The fit
residuals normalised to the data uncertainty are shown at the bottom of each distribution.

the low- and central-q2 regions, respectively.
The e�ciency ratios between the nonresonant and the resonant modes, "`+`�/"J/ (`+`�)

,
which directly enter in the RK⇤0 measurement, are reported in table 3. Besides a depen-
dence on the kinematics, the di↵erence between the ratios in the two q2 regions is almost
entirely due to the di↵erent requirement on the neural-network classifier. The relative
fraction of the electron trigger categories is checked using simulation to depend on q2 as
expected: the fraction of L0E decreases when decreasing in q2, while L0H increases; on
the other hand, the fraction of L0I only mildly depends on q2.

9 Cross-checks

A large number of cross-checks were performed before unblinding the result. The control
of the absolute scale of the e�ciencies is tested by measuring the ratio of the branching
fractions of the muon and electron resonant channels

rJ/ =
B(B0! K⇤0J/ (! µ+µ�))

B(B0! K⇤0J/ (! e+e�))
,

which is expected to be equal to unity. This quantity represents an extremely stringent
test, as it does not benefit from the large cancellation of the experimental systematic
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PDF, the shaded shapes are the background PDFs and the solid line is the total PDF. The fit
residuals normalised to the data uncertainty are shown at the bottom of each distribution.

Table 2: Yields obtained from the mass fits to the muon and electron (in the three trigger
categories) channels. The uncertainties are statistical only.

B0! K⇤0`+`�
B0! K⇤0J/ (! `+`�)

low-q2 central-q2

µ+µ� 285 + 18

� 18

353 + 21

� 21

274416 + 602

� 654

e+e� (L0E) 55 + 9
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67 + 10
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8 E�ciencies

The e�ciency for selecting each decay mode is defined as the product of the e�ciencies
of the geometrical acceptance of the detector, the complete reconstruction of all tracks,
the trigger requirements and the full set of kinematic, PID and background rejection
requirements. All e�ciencies are determined using simulation that is tuned to data, as
described in section 4, and account for bin migration in q2 due to resolution, FSR and
bremsstrahlung in the detector. The net bin migration amounts to about 1% and 5% in
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PDF, the shaded shapes are the background PDFs and the solid line is the total PDF. The fit
residuals normalised to the data uncertainty are shown at the bottom of each distribution.

Table 2: Yields obtained from the mass fits to the muon and electron (in the three trigger
categories) channels. The uncertainties are statistical only.

B0! K⇤0`+`�
B0! K⇤0J/ (! `+`�)

low-q2 central-q2

µ+µ� 285 + 18
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8 E�ciencies

The e�ciency for selecting each decay mode is defined as the product of the e�ciencies
of the geometrical acceptance of the detector, the complete reconstruction of all tracks,
the trigger requirements and the full set of kinematic, PID and background rejection
requirements. All e�ciencies are determined using simulation that is tuned to data, as
described in section 4, and account for bin migration in q2 due to resolution, FSR and
bremsstrahlung in the detector. The net bin migration amounts to about 1% and 5% in
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RK* : Cross checks 

  Check with J/ψ 
–  Unity with 4.5% at 1σ 

  Check with ψ(2S) 
–  Unity within 2% at 1σ 

  Check BR(B0àK*γ(àee)) 
–  Agrees within 15% at 2σ 

  Cross checked with earlier dΓ/dq2(B0àK*µµ) 
–  Consistent  

 
  Data vs simulation:  
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Figure 8: (hatched) Background-subtracted distributions for (darker colour) B0! K⇤0µ+µ�

and (lighter colour) B0! K⇤0e+e� candidates, compared to (full line) simulation. From top to
bottom: q2, K+⇡� invariant mass, m(K+⇡�), opening angle between the two leptons, ✓

lepton

,
and projection along the beam axis of the distance between the K+⇡� and `+`� vertices,
�z

vertex

. The distributions are normalised to unity. The hatched areas correspond to the
statistical uncertainties only. The data are not e�ciency corrected.
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LHCb Coll., JHEP 1611 (2016) 47 
Erratum: JHEP 1704 (2017) 14   

Cross-Checks
› B0→K*J/yy

› B0→K*yy(2s)

› B0→K*gg

Simone Bifani 16

59 



B0àK0*e+e- : Difference in angular analysis? 

  So, decay rate different between µ+µ- and e+e- final state?  
  What about angular distribution? 

–  P5’ deviates in µ+µ- final state 

Ø  P5’ for B0àK0*e+e- seems in better agreement with expectations: 

60 

P
0

5 - Lepton-Flavor-Dependent Angular Analysis - Belle

PRL118(2017)111801

Georgios Chatzikonstantinidis Flavor anomalies at LHCb June 7, 2018 13 / 19

Belle, PRL 118 (2017) 111801 60 



  B0à D(*)lν   Measured ratio τ/µ 
–  Multiple experiments:  Belle, BaBar, LHCb 
–  Multiple c-modes:   D, D*, J/ψ 
–  Multiple tau final states:  µ, 1-prong, 3-prong 
–  Multiple tags:   semileptonic, hadronic 

More LFNU? Semileptonic decays: bàclv 

61 

See talks by  

Ph.Urquijo and S.Fajfer 
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EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH (CERN)

CERN-EP-2017-275
LHCb-PAPER-2017-035

November 16, 2017

Measurement of the ratio of branching
fractions

B(B+
c ! J/ ⌧+⌫⌧)/B(B+

c ! J/ µ+⌫µ)

LHCb collaboration†

Abstract

A measurement is reported of the ratio of branching fractions R(J/ ) = B(B+

c

!
J/ ⌧+⌫

⌧

)/B(B+

c

! J/ µ+⌫
µ

), where the ⌧+ lepton is identified in the decay
mode ⌧+ ! µ+⌫

µ

⌫
⌧

. This analysis uses a sample of proton-proton collision
data corresponding to 3.0 fb�1 of integrated luminosity recorded with the LHCb
experiment at center-of-mass energies 7TeV and 8TeV. A signal is found for the
decay B+

c

! J/ ⌧+⌫
⌧

at a significance of 3 standard deviations, corrected for
systematic uncertainty, and the ratio of the branching fractions is measured to
be R(J/ ) = 0.71 ± 0.17 (stat) ± 0.18 (syst). This result lies within 2 standard
deviations above the range of existing predictions in the Standard Model.

Submitted to Phys. Rev. Lett.

c� CERN on behalf of the LHCb collaboration, licence CC-BY-4.0.

†Authors are listed at the end of this letter.
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LHC schedule: Frederick Bordry, Jun 2015 

  Belle II 
–  L=5x1033 cm-2s-1 achieved! 
–  Physics with VXD in 2019 

Current Status : 

Racha Cheaib, University of Mississippi 8 

2016 2017 2018 2019 

Phase 1 Phase 2 Phase 3 

Axion-Like 
particles 

April 2018: Beam collisions with QCS. 
VXD not yet installed 

Expected luminosity: 20 fb-1 

B2TIP, to be submitted to PTEP (2018). 

Early Physics topics: Dark photon searches                                 
Requires low energy single photon trigger 

Tracking only needed to veto backgrounds. 
  

R. Cheaib, Moriond, 12 Mar 2018, arXiv:1802.01366   
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LHCb 

–  Fully exploit HL-LHC for flavour physics  
•  x10 with respect to Upgrade I 

–  Consolidate in LS3; major upgrade in LS4  
•  Expression of Interest issued in 2017 

–  Feasibility study performed by LHC experts & Physics case in preparation 
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Figure 7.6: Constraints on the di↵erence in the C9 and C10 Wilson coe�cients from electron and
muon modes with (left) Run 3 and (right) Upgrade II data sets. The 3� regions are shown for
the SM (blue), for a vector-axial-vector new physics contribution (red) and for a purely vector
new physics contribution (green).

In the existing LHCb detector, electron modes have an approximately factor five lower2796

e�ciency than the corresponding muon modes, owing to the tendency for the electrons to lose2797

a significant fraction of their energy through bremsstrahlung radiation in the detector. This2798

loss impacts on the ability to reconstruct, trigger and select the electron modes. The precision2799

with which observables can be extracted therefore depends primarily on the electron modes2800

and not the muon modes. In order for RX measurements to benefit from the large Upgrade II2801

data samples, it will be necessary to reduce systematic uncertainties to the percent level. These2802

uncertainties can be controlled by taking a double ratio between RX and the decays B! J/ X,2803

where the J/ decays to µ+µ� and e+e�. This approach is expected to work well, even with2804

very large data sets.2805

Other sources of systematic uncertainty can be mitigated through design choices for the2806

upgraded detector. The recovery of bremsstrahlung photons is inhibited by the ability to2807

find the relevant photons in the ECAL (over significant backgrounds) and by the energy2808

resolution. A reduced amount of material before the magnet would reduce the amount of2809

bremsstrahlung and hence would increase the electron reconstruction e�ciency and improve the2810

electron momentum resolution. Higher transverse granularity would aid signal selection and2811

help reduce the backgrounds. With a large number of primary pp collisions, the combinatorial2812

background will increase and will need to be controlled with the use of timing information.2813

However, the Run 1 data set indicates that it may be possible to tolerate a factor increase in2814

combinatorial backgrounds without destroying the signal selection ability.2815

7.3.6 Time-dependent analysis of B0
s ! �µ+µ� and B0 ! ⇢0µ+µ�

2816

Time dependent analyses of rare decays into CP -eigenstates can deliver orthogonal experimental2817

information to time-integrated observables. So far, no time-dependent measurement of the2818

B0
s ! �µ+µ� decay has been performed due to the limited signal yield of 432 ± 24 candidates2819

in the Run 1 data sample [294]. However, the larger data samples available in Upgrade II will2820

enable time-dependent studies. The framework describing B and B ! V l+l� transitions to a2821

72

Sensitivity to New Physics at end of Run-3 
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LHCb 

–  Fully exploit HL-LHC for flavour physics  
•  x10 with respect to Upgrade I 

–  Consolidate in LS3; major upgrade in LS4  
•  Expression of Interest issued in 2017 

–  Feasibility study performed by LHC experts & Physics case in preparation 
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Figure 7.6: Constraints on the di↵erence in the C9 and C10 Wilson coe�cients from electron and
muon modes with (left) Run 3 and (right) Upgrade II data sets. The 3� regions are shown for
the SM (blue), for a vector-axial-vector new physics contribution (red) and for a purely vector
new physics contribution (green).

In the existing LHCb detector, electron modes have an approximately factor five lower2796

e�ciency than the corresponding muon modes, owing to the tendency for the electrons to lose2797

a significant fraction of their energy through bremsstrahlung radiation in the detector. This2798

loss impacts on the ability to reconstruct, trigger and select the electron modes. The precision2799

with which observables can be extracted therefore depends primarily on the electron modes2800

and not the muon modes. In order for RX measurements to benefit from the large Upgrade II2801

data samples, it will be necessary to reduce systematic uncertainties to the percent level. These2802

uncertainties can be controlled by taking a double ratio between RX and the decays B! J/ X,2803

where the J/ decays to µ+µ� and e+e�. This approach is expected to work well, even with2804

very large data sets.2805

Other sources of systematic uncertainty can be mitigated through design choices for the2806

upgraded detector. The recovery of bremsstrahlung photons is inhibited by the ability to2807

find the relevant photons in the ECAL (over significant backgrounds) and by the energy2808

resolution. A reduced amount of material before the magnet would reduce the amount of2809

bremsstrahlung and hence would increase the electron reconstruction e�ciency and improve the2810

electron momentum resolution. Higher transverse granularity would aid signal selection and2811

help reduce the backgrounds. With a large number of primary pp collisions, the combinatorial2812

background will increase and will need to be controlled with the use of timing information.2813

However, the Run 1 data set indicates that it may be possible to tolerate a factor increase in2814

combinatorial backgrounds without destroying the signal selection ability.2815

7.3.6 Time-dependent analysis of B0
s ! �µ+µ� and B0 ! ⇢0µ+µ�

2816

Time dependent analyses of rare decays into CP -eigenstates can deliver orthogonal experimental2817

information to time-integrated observables. So far, no time-dependent measurement of the2818

B0
s ! �µ+µ� decay has been performed due to the limited signal yield of 432 ± 24 candidates2819

in the Run 1 data sample [294]. However, the larger data samples available in Upgrade II will2820

enable time-dependent studies. The framework describing B and B ! V l+l� transitions to a2821
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Conclusions 

  Precision measurements to scrutinize the Standard Model 
  Precision measurements only way to reach very high mass scales 
  Precision measurements are not yet precise enough 

See for example: D. Buttazzo, A. Greljo, G. Isidori, D. Marzocca, B-physics anomalies: a guide to combined explanations, JHEP 1711 (2017) 044, arXiv:1706.07808 

Shahram Rahatlou (Monday): 
 
“Leptoquarks are kind  
of trending right now.” 
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The	need	for	more	precision
# “Imagine	if	Fitch	and	Cronin	had	stopped	at	the	1%	level,	
how	much	physics	would	have	been	missed”

– A.Soni

# “A	special	search	at	Dubna was	carried	out	by	Okonov and	
his	group.	They	did	not	find	a	single	KL0→π+π– event	
among	600	decays	into	charged	particles	(Anikira et	al.,	
JETP	1962).	At	that	stage	the	search	was	terminated	by	
the	administration	of	the	lab.	The	group	was	unlucky.”

– L.Okun
(remember:	B(KL0→π+π–)	~	2	10–3)

ICHEP	2016	-- I.	Shipsey



Playing field: heavy flavour 

Sketch adopted from Marie-Hélène  
Schune ECFA2013, 1 Oct 2013 68 

General framework : physics topics 

3 

small subset of topics  

not all topics have been studied in every experiment 

Belle II-only topics not mentioned  
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Radiative B decays 

LHCb: 
  Bs

0àφγR : photon polarization 
–  Lifetime sensitive to photon polarization 
–  AΔ: 
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Figure 2: Background-subtracted decay-time distributions for B0! K⇤0� (top) and B0
s

! ��
(bottom) decays with the fit projections overlaid and normalized residuals shown below. The
projections of a fit with A� fixed to the central value of the SM prediction [2] are also shown. For
display purposes, the PDF is shown as a histogram, integrated across each decay-time interval.

The decay-time-dependent e�ciency is parameterized as

✏(t) = e�↵t

[a (t� t0)]n

1 + [a (t� t0)]n
for t � t0, (3)

where the parameters a and n describe the curvature of the e�ciency function at low decay
times, t0 is the decay time below which the e�ciency function is zero, and ↵ describes the
decrease of the e�ciency at high decay times. Large simulated samples of B0

s

! �� or
B0! K⇤0� decays are used to validate this parameterization. The signal PDF is found
to describe the reconstructed decay-time distribution of selected simulated candidates
over the full decay-time range. The B0

s

! �� and B0 ! K⇤0� decay-time-dependent
e�ciency parameters are found to be similar. In a simultaneous fit of both simulation
samples, requiring the parameters a and n to be the same for both channels does not
change the quality of the fit. To assess whether the simulation reproduces the decay-time-
dependent e�ciency, the B0! K⇤0� data sample alone is used to fit ⌧

B

0 , fixing in this

4

well within the range expected from pseudoexperiments.
The dominant systematic uncertainty comes from the background subtraction. It is

evaluated to be +0.19
� 0.20 and includes contributions from potential correlations between the

reconstructed mass and decay time for the backgrounds (±0.15), uncertainties on the
peaking background yields (+0.02

� 0.05), and the models used in the mass fit. The latter is
assessed by the use of alternative models: an asymmetric Apollonios function [22] for
the signal (±0.03), an exponential for the combinatorial background (±0.07), and several
shape variations for the most relevant partially reconstructed backgrounds (±0.10). The
systematic uncertainty due to the limited size of the simulation samples used to assess
the decay-time-dependent e�ciency is +0.13

� 0.05. The uncertainties related to the decay-time
resolution are negligible. The sum in quadrature of these systematic uncertainties is +0.23

� 0.20.
In summary, the polarization parameter A� is measured in the first time-dependent

analysis of a radiative B0
s

decay, using a data sample corresponding to an integrated
luminosity of 3 fb�1 collected by the LHCb experiment. This parameter is related to the
ratio of right- over left-handed photon polarization amplitudes in b! s� transitions. More
than 4000 B0

s

! �� decays are reconstructed. The decay-time-dependent e�ciency is
calibrated with a control sample of B0! K⇤0� decays that is six times larger. From an
unbinned simultaneous fit to the B0

s

! �� and B0! K⇤0� data samples, a value of

A� = �0.98 +0.46
� 0.52

+0.23
� 0.20

is measured, where the first uncertainty is statistical and the second systematic. The
result is compatible with the SM expectation, A�

SM= 0.047 +0.029
� 0.025 [2], within two standard

deviations.
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Figure 1: Fits to the invariant mass distributions of the B0 (top) and B0
s

(bottom) candidates.

For B0
s

! ��, Eq. 1 reduces to

P(t) / e��st
�
cosh (��

s

t/2)�A� sinh (��
s

t/2)
 

(2)

when summing over initial B0
s

and B0
s

states. The B0
s

and B0
s

production rates are
assumed to be equal, given that their measured asymmetries [21] are found to have a
negligible e↵ect on the measurement of A�. For B0! K⇤0�, the decay-time-dependent
signal rate is a single exponential function, P(t) / e�t/⌧B0 . The physics parameters
⌧
B

0 , �
s

, and ��
s

are constrained to the averages from Ref. [3]: ⌧
B

0 = 1.520 ± 0.004 ps,
�
s

= 0.6643 ± 0.0020 ps�1, and ��
s

= 0.083 ± 0.006 ps�1. The correlation of �0.239
between the uncertainties on �

s

and ��
s

is taken into account.
To ensure that the simulation reproduces the decay-time resolution, additional control

samples of B0
s

! J/ � and B0 ! J/ K⇤0 decays are used, where the J/ meson is
reconstructed from a pair of oppositely charged muons. Selections mimicking those
of B0

s

! �� and B0 ! K⇤0�, treating the J/ meson as a photon, are applied. The
distributions of the di↵erence in position between the reconstructed J/ and � or K⇤0

vertices are measured in data and simulation and found to be in agreement. The decay-
time-dependent resolution functions are then determined from the simulation. The
decay-time resolution is small compared to the b-hadron lifetimes, and similar for B0

s

! ��
and B0! K⇤0�.

3

PRL 118 (2017) 021801 PRL 118 (2017) 109901  

Belle, Phys.Rev.Lett. 119 (2017) 191802  

BÆK*g
• Cleanest exclusive bÆsg decay.

– BF ~ 4 x 10-5

• About 12% of inclusive BÆXsg rate

– Prediction of branching fraction is limited by an uncertainty of tensor 

form factor at q2=0; T1(0), and not so sensitive to NP

• By taking a ratio of decay widths (or BF), a dominant 

uncertainty due to T1(0) cancels out thus sensitive to new 

physics 

– Isospin Asymmetry; D0+

• Sensitive to new physics in annihilation diagrams

6

Belle: 
  B0àK0*γ and B+àK+γ: isospin asymmetry at 3.1σ 
 

  B0àKS
0ηγR : photon polarization, time-dependent 

  B0àXsγ: isospin asymmetry, incl. ΔACP 

Results
• Four subdecay modes are 

reconstructed and simultaneous fit is 
performed.

• First Evidence for D0+ with 3.1s

B0

B+

7

Result
• We obtained 

• The central value is outside the physical 
boundary S2+A2=1 but is consistent with null 
asymmetry within 2s

Fit result SM

1s
2s
3s

Physical boundary
11

Belle, 
PRD97,092003 (2018) Results

• The result for D0- is consistent with zero
– Can be used to reduce the theory uncertainty for 

BF(BÆXsg)
– The resolved photon contributions to the BF is 

less than 1.9% at 2s (1.3% at 1s) in magnitude

• The result for DACP is consistent with zero
– Constrains NP models
– Strong limit on Im(C8/C7) Æ next page

• Both results are most precise to date.
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Searches  
Dark photons, Majorana, light scalars 

  Light scalars 
–  Aàµµ 

Majorana neutrino’s 
–  B+à π-µ+µ+  

  Dark photons 
–  D*0àD0γ, Aàµµ  

Dark photon searches.
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FIG. 1. Previous and planned experimental bounds on dark photons (adapted from [1]) compared to the anticipated LHCb
reach for inclusive A0 production in the di-muon channel (see the text for definitions of prompt, pre-module, and post-module).
The red vertical bands indicate QCD resonances which would have to be masked in a complete analysis. The LHCb D⇤

anticipated limit comes from [48], and Belle-II comes from [49].

where X is any (multiparticle) final state. Ignoring
O(m2

A

0/m2
Z

) and O(↵EM) corrections, this process has
the identical cross section to the prompt SM process
which originates from the EM current

BEM : pp ! X�⇤ ! Xµ+µ�, (7)

up to di↵erences between the A0 and �⇤ propagators and
the kinetic-mixing suppression. Interference between S
and BEM is negligible for a narrow A0 resonance. There-
fore, for any selection criteria on X, µ+, and µ�, the
ratio between the di↵erential cross sections is

d�
pp!XA

0
!Xµ

+
µ

�

d�
pp!X�

⇤
!Xµ

+
µ

�
= ✏4

m4
µµ

(m2
µµ

�m2
A

0)2 + �2
A

0m2
A

0
, (8)

where m
µµ

is the di-muon invariant mass, for the case
�
A

0 ⌧ |m
µµ

�m
A

0 | ⌧ m
A

0 . The ✏4 factor arises because
both the A0 production and decay rates scale like ✏2.

To obtain a signal event count, we integrate over an
invariant-mass range of |m

µµ

� m
A

0 | < 2�
mµµ , where

�
mµµ is the detector resolution on m

µµ

. The ratio of
signal events to prompt EM background events is

S

BEM
⇡ ✏4

⇡

8

m2
A

0

�
A

0�
mµµ

⇡ 3⇡

8

m
A

0

�
mµµ

✏2

↵EM(N
`

+R
µ

)
, (9)

neglecting phase space factors for N
`

leptons lighter
than m

A

0/2. This expression already accounts for the

A0 ! µ+µ� branching-fraction suppression when R
µ

is
large. Despite the factor of ✏4 in (8), the ratio in (9) is
proportional to ✏2 because of the ✏2 scaling of �

A

0 .
We emphasize that (9) holds for any final state X (and

any kinematic selection) in the m
A

0 ⌧ m
Z

limit for tree-
level single-photon processes. In particular, it already in-
cludes µ+µ� production from QCD vector mesons that
mix with the photon. This allows us to perform a fully
data-driven analysis, since the e�ciency and acceptance
for the (measured) prompt SM process is the same as
for the (inferred) signal process, excluding A0 lifetime-
based e↵ects. The dominant component of BEM at small
m

A

0 comes from meson decays M ! µ+µ�Y , especially
⌘ ! µ+µ��, and is denoted as B

M

(which includes feed-
down contributions from heavier meson decays). There
are also two other important components: final state
radiation (FSR) and Drell-Yan (DY) production. Non-
prompt �⇤ production is small and only considered as a
background.
Beyond BEM, there are other important sources of

backgrounds that contribute to the reconstructed prompt
di-muon sample, ordered by their relative size:

• B⇡⇡

misID: Two pions (and more rarely a kaon and
pion) can be misidentified (misID) as a fake di-
muon pair, including the contribution from in-flight
decays. This background can be deduced and sub-
tracted in a data-driven way using prompt same-

P. Ilten et al from Phys. Rev. Lett. 116, 251803 (2016) propose 
an inclusive bump hunt in the dimuon spectrum in LHCb.

Important feature is 
ability to trigger on 

soft dimuons.

Expect limits to get better by factor 5 with 300fb-1 for 
LHCb and a factor 3 for ATLAS/CMS with 3ab-1.

Mis-ID a key 
background.

Majorana neutrinos
• Majorana neutrinos can be produced in rare B 

decays, such as 
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B+ ! ⇡�µ+µ+

4

letter a search for lepton number violating decays of the
type B+! h�µ+µ+, where h� represents a K� or a ⇡�,
is presented. The inclusion of charge conjugated modes
is implied throughout. A search for any lepton number
violating process that mediates the B+ ! h�µ+µ+ de-
cay is made. A specific search for B+! h�µ+µ+ decays
mediated by an on-shell Majorana neutrino (Fig. 1) is
also performed. Such decays would give rise to a nar-
row peak in the invariant mass spectrum of the hadron
and one of the muons [3], m

⌫

= m
hµ

, if the mass of the
neutrino is betweenm

K(⇡)+m
µ

andm
B

�m
µ

. The previ-
ous best experimental limit on the B+! K�(⇡�)µ+µ+

branching fraction is 1.8(1.2) ⇥ 10�6 at 90% confidence
level (CL) [4].

The search for B+! h�µ+µ+ is carried out with data
from the LHCb experiment at the Large Hadron Collider
at CERN. The data corresponds to 36 pb�1 of integrated
luminosity of proton-proton collisions at

p
s = 7TeV

collected in 2010. The LHCb detector is a single-arm
spectrometer designed to study b-hadron decays with an
acceptance for charged tracks with pseudorapidity be-
tween 2 and 5. Primary proton-proton vertices (PVs),
and secondary B vertices are identified in a silicon strip
vertex detector. Tracks from charged particles are re-
constructed by the vertex detector and a set of tracking
stations. The curvature of the tracks in a dipole magnetic
field allows momenta to be determined with a precision
of �p/p = 0.35–0.5%. Two Ring Imaging CHerenkov
(RICH) detectors allow kaons to be separated from pi-
ons/muons over a momentum range 2 < p < 100GeV/c.
Muons with momentum above 3GeV/c are identified on
the basis of the number of hits left in detectors inter-
leaved with an iron muon filter. Further details about
the LHCb detector can be found in Ref. [5].

The search for B+ ! h�µ+µ+ decays is based on
the selection of B+ ! h±µ+µ⌥ candidates. The B+ !
J/ K+ decay with J/ ! µ+µ� is included in the same
selection. It is subsequently used as a normalisation
mode when setting a limit on the branching fraction of
the B+! h�µ+µ+ decays. The selection is designed to
minimise and control the di↵erence between decays with
same- and opposite-sign muons and thus cancel most of

u

b̄
µ+

µ+

s (d)

ū
⌫MW+

W�

B+

K� (⇡�)

⇥
⇥

FIG. 1. s-channel diagram for B+ ! K�µ+µ+

(B+! ⇡�µ+µ+) where the decay is mediated by an on-shell
Majorana neutrino.

the systematic uncertainty from the normalisation. The
only di↵erences in e�ciency between the signal and nor-
malisation channels are due to the decay kinematics and
the presence of a same-sign muon pair, rather than an
opposite-sign pair, in the final state.
In the trigger, the B+ ! h±µ+µ⌥ candidates are re-

quired to pass the initial hardware trigger based on the
pT of one of the muons. In the subsequent software trig-
ger, one of the muons is required to have a large impact
parameter (IP) with respect to all the PVs in the event
and to pass requirements on the quality of the track fit
and the compatibility of the candidate with the muon
hypothesis. Finally, the muon candidate combined with
another track is required to form a vertex displaced from
the PVs.
Further event selection is applied o✏ine on fully recon-

structed B decay candidates. The selection is designed
to reduce combinatorial backgrounds, where not all the
selected tracks come from the same decay vertex; and
peaking backgrounds, where a single decay is selected
but with some of the particle types misidentified. The
combinatorial background is smoothly distributed in the
reconstructed B-candidate mass and the level of back-
ground is assessed from the sidebands around the signal
window. Peaking backgrounds fromB decays to hadronic
final states, final states with a J/ and semileptonic final
states are also considered.
Proxies are used in the optimisation of the selection for

both the signal and the background to avoid a selection
bias. The B+! J/ K+ decay is used as a proxy for the
signal. The background proxy comprises opposite-sign
B+! h+µ+µ� candidates with an invariant mass in the
upper mass sideband and with muon pairs incompatible
with a J/ or a  (2S) hypothesis. The bias introduced
by using B+ ! J/ K+ for both optimisation and as
a normalisation mode is insignificant due to the large
number of candidates.
The combinatorial background is reduced by requiring

that the decay products of the B have pT > 800MeV/c.
Tracks are selected which are incompatible with origi-
nating from a PV based on the �2 of the tracks’ impact
parameters (�2

IP > 45). The direction of the candidate
B+ momentum is required to be within 8mrad of the
reconstructed B+ line of flight. The B+ vertex is also
required to be of good quality (�2 < 12 for three degrees
of freedom) and significantly displaced from the PV (�2

of vertex separation larger than 144).
The selection uses a range of particle identifica-

tion (PID) criteria, based on information from the RICH
and muon detectors, to ensure the hadron and the muons
are correctly identified. For example, DLL

K⇡

is the dif-
ference in log-likelihoods between the K and ⇡ hypothe-
ses. For theB+! K�µ+µ+ final state, DLL

K⇡

> 1 is re-
quired to select kaon candidates. For the B+! ⇡�µ+µ+

final state the selection criterion is mirrored to select
pions with DLL

K⇡

< �1. The B+ ! K�µ+µ+ and

Federico Redi - Imperial College London

• A number of new results on searches for 
low mass in heavy flavour hadron decay. 

• Majorana neutrino and dark bosons are 
most recent results, LHCb plays a key 
role in the game. 

• World’s best limits on several branching 
fractions, possibility to set world’s best 
limits on fourth generation coupling in 
phase space above charm threshold. 

• B factories continue to exploit their 
dataset and will come back with 
BELLEII, until then it is up to the LHC. 

• New results from LHCb are to be 
expected both with new and old data.

LHCb

BELLE

JHEP 0905 (2009) 030 including LHCb and BELLE

Conclusions
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LHCb result (see Phys. Rev. Lett. 
112, 131802) based on 3fb-1. 

Limit dependent on model assumptions (see arXiv:1607.04258). 

Could drastically improve limit with 300fb-1, and a more inclusive approach 
similar to what is proposed for the dark photon.
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Dark Photons

✏2
⌘

↵
0 ↵

mA0 [GeV]

If dark forces exist, the dark photons should kinetically mix with our photon. 
Dedicated worldwide effort to devise ways to search for dark photons.
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LHCb = more than flavour 
                         pdfs, jets, heavy-ion, EW, exotic states… 
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Figure 2: (top left) Two-dimensional SV-tag BDT distribution and (top right) fit for events in
the subsample with p

T

(µ)/p
T

(j
µ

) > 0.9, projected onto the (bottom left) BDT(bc|udsg) and
(bottom right) BDT(b|c) axes. Combined data for

p
s = 7 and 8 TeV for both muon charges are

shown.

against other jet types. The SV track multiplicity identifies b jets well, since b-hadron
decays typically produce many displaced tracks. In Fig. 4, the distributions of M

cor

and
SV track multiplicity for a subsample of SV-tagged events with BDT(bc|udsg) > 0.2 (see
Fig. 2) are fitted simultaneously. The templates used in these fits are obtained from data

7

Impact of existing LHCb results on PDFs
Many LHCb 7 TeV results on electroweak boson production now
included in PDF fits.
Large impact on pre-LHC PDF knowledge.

Shown here NNPDF down quark PDF and uncertainties (normalised
so central value pre-LHC is unity):

I Green: PDF fit using HERA data
I Blue: PDF fit using HERA data and 7 TeV LHCb data

W. Barter (CERN) Electroweak Production Physics at LHCb 27/10/2015 10 / 52

Asymmetries in Z boson decays

W. Barter (CERN) Electroweak Production Physics at LHCb 27/10/2015 47 / 52

In practice resonances decaying strongly into J/ p must have a minimal quark content
of ccuud, and thus are charmonium-pentaquarks; we label such states P+

c

, irrespective of
the internal binding mechanism. In order to ascertain if the structures seen in Fig. 2(b)
are resonant in nature and not due to reflections generated by the ⇤⇤ states, it is necessary
to perform a full amplitude analysis, allowing for interference e↵ects between both decay
sequences.

The fit uses five decay angles and the K�
p invariant mass m

Kp

as independent variables.
First we tried to fit the data with an amplitude model that contains 14 ⇤⇤ states listed by
the Particle Data Group [12]. As this did not give a satisfactory description of the data,
we added one P

+
c

state, and when that was not su�cient we included a second state. The
two P

+
c

states are found to have masses of 4380± 8± 29 MeV and 4449.8± 1.7± 2.5 MeV,
with corresponding widths of 205± 18± 86 MeV and 39± 5± 19 MeV. (Natural units are
used throughout this Letter. Whenever two uncertainties are quoted the first is statistical
and the second systematic.) The fractions of the total sample due to the lower mass and
higher mass states are (8.4± 0.7± 4.2)% and (4.1± 0.5± 1.1)%, respectively. The best fit
solution has spin-parity J

P values of (3/2�, 5/2+). Acceptable solutions are also found
for additional cases with opposite parity, either (3/2+, 5/2�) or (5/2+, 3/2�). The best
fit projections are shown in Fig. 3. Both m

Kp

and the peaking structure in m

J/ p

are
reproduced by the fit. The significances of the lower mass and higher mass states are 9
and 12 standard deviations, respectively.
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Figure 3: Fit projections for (a) m
Kp

and (b) m
J/ p

for the reduced ⇤

⇤ model with two P

+
c

states
(see Table 1). The data are shown as solid (black) squares, while the solid (red) points show the
results of the fit. The solid (red) histogram shows the background distribution. The (blue) open
squares with the shaded histogram represent the P

c

(4450)+ state, and the shaded histogram
topped with (purple) filled squares represents the P

c

(4380)+ state. Each ⇤

⇤ component is also
shown. The error bars on the points showing the fit results are due to simulation statistics.
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In practice resonances decaying strongly into J/ p must have a minimal quark content
of ccuud, and thus are charmonium-pentaquarks; we label such states P+

c

, irrespective of
the internal binding mechanism. In order to ascertain if the structures seen in Fig. 2(b)
are resonant in nature and not due to reflections generated by the ⇤⇤ states, it is necessary
to perform a full amplitude analysis, allowing for interference e↵ects between both decay
sequences.

The fit uses five decay angles and the K�
p invariant mass m

Kp

as independent variables.
First we tried to fit the data with an amplitude model that contains 14 ⇤⇤ states listed by
the Particle Data Group [12]. As this did not give a satisfactory description of the data,
we added one P

+
c

state, and when that was not su�cient we included a second state. The
two P

+
c

states are found to have masses of 4380± 8± 29 MeV and 4449.8± 1.7± 2.5 MeV,
with corresponding widths of 205± 18± 86 MeV and 39± 5± 19 MeV. (Natural units are
used throughout this Letter. Whenever two uncertainties are quoted the first is statistical
and the second systematic.) The fractions of the total sample due to the lower mass and
higher mass states are (8.4± 0.7± 4.2)% and (4.1± 0.5± 1.1)%, respectively. The best fit
solution has spin-parity J

P values of (3/2�, 5/2+). Acceptable solutions are also found
for additional cases with opposite parity, either (3/2+, 5/2�) or (5/2+, 3/2�). The best
fit projections are shown in Fig. 3. Both m

Kp

and the peaking structure in m

J/ p

are
reproduced by the fit. The significances of the lower mass and higher mass states are 9
and 12 standard deviations, respectively.
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Figure 3: Fit projections for (a) m
Kp

and (b) m
J/ p

for the reduced ⇤

⇤ model with two P

+
c

states
(see Table 1). The data are shown as solid (black) squares, while the solid (red) points show the
results of the fit. The solid (red) histogram shows the background distribution. The (blue) open
squares with the shaded histogram represent the P

c

(4450)+ state, and the shaded histogram
topped with (purple) filled squares represents the P

c

(4380)+ state. Each ⇤

⇤ component is also
shown. The error bars on the points showing the fit results are due to simulation statistics.

2

Discovery of  

pentaquark P(4450) 

Impressive sin2θw 

Resolve b and c jets 

Improve proton pdf’s 
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What NP could it be? 

  Indirect measurements 

  What are the (anomalous) measurements? 
–  FCNC: bàsll 
–  LFNU: bàsll and bàclν 

 
  What are the interpretations? 

G. Isidori – B-physics anomalies: model building & future implications         LHCb implications, CERN, 10th Nov 2017 

If these LFU anomalies were confirmed, it would be a fantastic discovery, with 
far-reaching implications

If interpreted as NP signals, both set of anomalies are not in contradiction 
among themselves & with existing low- & high-energy data. 

Taken together, they point out to NP coupled mainly to 3rd generation, with a 
flavor structure connected to that appearing in the SM Yukawa couplings

UV completions with LQ states seem to be favored, but to early to draw 
definite conclusions [still a lot of work on the model-building side...]

G. Isidori – B-physics anomalies: model building & future implications         LHCb implications, CERN, 10th Nov 2017 

Or maybe it is not...

G. Isidori, Implications workshop, CERN, 10 Nov 2017 
https://indico.cern.ch/event/646856/timetable/  
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Model building 
  Most popular models: Z’ or Leptoquark 
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SM SU(2)’ Leptoquark 

LQb

ν

τ−

c

LQb

µ+

µ−

s

73 



Model building 
  Step 1: Effective theory 

 
  Step 2: Simplified models 

LQb

µ+

µ−

s

Buttazzo, Greljo, Isidori, Marzocca,  
B-physics anomalies: a guide to combined explanations  

JHEP 1711 (2017) 044  

the discussion su�ciently general under the main hypothesis of NP coupled predominantly to
third-generation left-handed quarks and leptons.

More explicitly, our working hypotheses to determine the initial conditions of the EFT, at a
scale ⇤ above the electroweak scale, are the following:

1. only four-fermion operators built in terms of left-handed quarks and leptons have non-
vanishing Wilson coe�cients;

2. the flavour structure is determined by the U(2)q ⇥ U(2)` flavour symmetry, minimally
broken by two spurions Vq ⇠ (2,1) and V` ⇠ (1,2);

3. operators containing flavour-blind contractions of the light fields have vanishing Wilson
coe�cients.

We first discuss the consequences of these hypotheses on the structure of the relevant e↵ective
operators and then proceed analysing the experimental constraints on their couplings.

2.1 The e↵ective Lagrangian

According to the first hypothesis listed above, we consider the following e↵ective Lagrangian at
a scale ⇤ above the electroweak scale

L
e↵

= L
SM

� 1

v2
�q
ij�

`
↵�

h

CT (Q̄i
L�µ�

aQj
L)(L̄

↵
L�

µ�aL�
L) + CS (Q̄i

L�µQ
j
L)(L̄

↵
L�

µL�
L)
i

, (1)

where v ⇡ 246GeV. For simplicity, the definition of the EFT cuto↵ scale and the normalisation
of the two operators is reabsorbed in the flavour-blind adimensional coe�cients CS and CT .

The flavour structure in Eq. (1) is contained in the Hermitian matrices �q
ij , �

`
↵� and follows

from the assumed U(2)q ⇥ U(2)` flavour symmetry and its breaking. The flavour symmetry
is defined as follows: the first two generations of left-handed quarks and leptons transform as
doublets under the corresponding U(2) groups, while the third generation and all the right-
handed fermions are singlets. Motivated by the observed pattern of the quark Yukawa couplings
(both mass eigenvalues and mixing matrix), it is further assumed that the leading breaking
terms of this flavour symmetry are two spurion doublets, Vq and V`, that give rise to the mixing
between the third generation and the other two [31,32]. The normalisation of Vq is conventionally
chosen to be Vq ⌘ (V ⇤

td, V
⇤
ts), where Vji denote the elements of the Cabibbo-Kobayashi-Maskawa

(CKM) matrix. In the lepton sector we assume V` ⌘ (0, V ⇤
⌧µ) with |V⌧µ| ⌧ 1. We adopt as

reference flavour basis the down-type quark and charged-lepton mass eigenstate basis, where
the SU(2)L structure of the left-handed fields is

Qi
L =

✓

V ⇤
jiu

j
L

diL

◆

, L↵
L =

✓

⌫↵L
`↵L

◆

. (2)

A detailed discussion about the most general flavour structure of the semi-leptonic operators
compatible with the U(2)q⇥U(2)` flavour symmetry and the assumed symmetry-breaking terms
is presented in Appendix A. The main points can be summarised as follows:

5

Figure 4: Fit to semi-leptonic and radiatively-generated purely leptonic observables in Table 1, for the
vector leptoquark Uµ, imposing |�sµ,s⌧ | < 5|Vcb| and CU > 0. In green, yellow, and gray, we show the
��2  2.3 (1�), 6.0 (2�), and 11.6 (3�) regions, respectively. The dashed and solid blue lines represent
the 1 and 2� limits in the case where radiative constraints are removed from the fit.

purposes, in the following subsections we consider two representative cases with more than one
mediator at work: two colour-less vectors, SU(2)L triplet and singlet, and two coloured scalars,
also electroweak triplet and singlet.

3.1 Scenario I: Vector Leptoquark

As anticipated, the simplest UV realisation of the scenario emerging from the EFT fit is that
of an SU(2)L-singlet vector leptoquark, U

µ
1

⌘ (3,1, 2/3), coupled to the left-handed quark and
lepton currents

LU = � 1

2
U †
1,µ⌫U

1,µ⌫ +M2

UU
†
1,µU

µ
1

+ gU (J
µ
UU1,µ + h.c.) , (7)

Jµ
U ⌘ �i↵ Q̄i�

µL↵ . (8)

Here �(0)

i↵ = �
3i�3↵ up to U(2)q ⇥ U(2)` breaking terms, as shown in Eq. (28), and the flavour

structure used in the general fit is recovered by means of the relations (30). After integrating
out the leptoquark field, the tree-level matching condition for the EFT is

L
e↵

� � 1

v2
CU �i↵�

⇤
j�

h

(Q̄i
L�µ�

aQj
L)(L̄

�
L�

µ�aL↵
L) + (Q̄i

L�µQ
j
L)(L̄

�
L�

µL↵
L)
i

, (9)

where CU = v2|gU |2/(2M2

U ) > 0. Note that in this case the singlet and triplet operators have
the same flavour structure and, importantly, the relation CS = CT is automatically fulfilled at
the tree-level. Furthermore, as already stressed, the flavour-blind contraction involving light
fermions (flavour doublets) is automatically forbidden by the U(2)q⇥U(2)` symmetry. Last but
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Figure 3: The lines show the correlations among triplet and singlet operators in single-mediator models.
Colour-less vectors are shown in green, coloured scalar in blue, while coloured vectors in red. Electroweak
singlet mediators are shown with the solid lines while triplets with dashed.

compensate for the radiative constraints (see Figure 1 bottom-right). In other words, in the
small �q

sb scenario the tuning problem is moved from the �F = 2 sector to that of electroweak
observables. We will present an explicit realisation of the small �q

sb scenario in Section 3.3.

3 Simplified models

In this section we analyse how the general results discussed in the previous section can be
implemented, and eventually modified adding extra ingredients, in three specific (simplified)
UV scenarios with explicit mediators.

The complete set of single-mediator models with tree-level matching to the vector triplet
and/or singlet V � A operators consists of: colour-singlet vectors B0

µ ⇠ (1,1, 0) and W 0
µ ⇠

(1,3, 0), colour-triplet scalars S
1

⇠ (3̄,1, 1/3) and S
3

⇠ (3̄,3, 1/3), and coloured vectors Uµ
1

⇠
(3,1, 2/3) and Uµ

3

⇠ (3,3, 2/3) [46]. The quantum numbers in brackets indicate colour, weak,
and hypercharge representations, respectively. In Figure 3 we show the correlation between
triplet and singlet operators predicted in all single-mediator models, compared to the regions
favoured by the EFT fit.

The plot in Figure 3 clearly singles out the case of a vector LQ, Uµ
1

, which we closely
examine in the next subsection, as the best single-mediator case. However, it must be stressed
that there is no fundamental reason to expect the low-energy anomalies to be saturated by the
contribution of a single tree-level mediator. In fact, in many UV completions incorporating one of
these mediators (for example in composite Higgs models, see Section 4), these states often arise
with partners of similar mass but di↵erent electroweak representation, and it is thus natural
to consider two or more of them at the same time. For this reason, and also for illustrative

11

Observable Experimental bound Linearised expression

R⌧`
D(⇤) 1.237± 0.053 1 + 2CT (1� �q

sbV
⇤
tb/V

⇤
ts)(1� �`

µµ/2)

�Cµ
9

= ��Cµ
10

�0.61± 0.12 [36] � ⇡
↵emVtbV

⇤
ts
�`
µµ�

q
sb(CT + CS)

Rµe
b!c � 1 0.00± 0.02 2CT (1� �q

sbV
⇤
tb/V

⇤
ts)�

`
µµ

BK(⇤)⌫⌫̄
0.0± 2.6 1 + 2

3

⇡
↵emVtbV

⇤
tsC

SM
⌫

(CT � CS)�
q
sb(1 + �`

µµ)

�gZ⌧L
�0.0002± 0.0006 0.033CT � 0.043CS

�gZ⌫⌧ �0.0040± 0.0021 �0.033CT � 0.043CS

|gW⌧ /gW` | 1.00097± 0.00098 1� 0.084CT

B(⌧ ! 3µ) (0.0± 0.6)⇥ 10�8 2.5⇥ 10�4(CS � CT )2(�`
⌧µ)

2

Table 1: Observables entering in the fit, together with the associated experimental bounds
(assuming the uncertainties follow the Gaussian distribution) and their linearised expressions in
terms of the EFT parameters. The full expressions used in the fit can be found in Appendix B.

1. The factorised flavour structure in Eq. (1) is not the most general one; however, it is general
enough given that the available data are sensitive only to the flavour-breaking couplings
�q
sb and �`

µµ (and, to a minor extent, also to �`
⌧µ). By construction, �q

bb = �`
⌧⌧ = 1.

2. The choice of basis in Eq. (2) to define the U(2)q ⇥U(2)` singlets (i.e. to define the “third
generation” dominantly coupled to NP) is arbitrary. This ambiguity reflects itself in the
values of �q

sb, �
`
µµ, and �`

⌧µ, that, in absence of a specific basis alignment, are expected to
be

�q
sb = O(|Vcb|) , �`

⌧µ = O(|V⌧µ|) , �`
µµ = O(|V⌧µ|2) . (3)

3. A particularly restrictive scenario, that can be implemented both in the case of LQ or
colour-less mediators, is the so-called pure-mixing scenario, i.e. the hypothesis that there
exists a flavour basis where the NP interaction is completely aligned along the flavour
singlets. For both mediators, in this specific limit one arrives to the prediction �`

µµ > 0.

In order to reduce the number of free parameters, in Eq. (1) we assume the same flavour
structure for the two operators. This condition is realised in specific simplified models, but it
does not hold in general. The consequences of relaxing this assumption are discussed in Section 3
in the context of specific examples. Finally, motivated by the absence of deviations from the SM
in CP-violating observables, we assume all the complex phases, except the CKM phase contained
in the Vq spurion, to vanish (as shown in Appendix A, this implies �q

bs = �q
sb and �`

⌧µ = �`
µ⌧ ).

2.2 Fit of the semi-leptonic operators

To quantify how well the proposed framework can accommodate the observed anomalies, we
perform a fit to low-energy data with four free parameters: CT , CS , �

q
sb, and �`

µµ, while for

simplicity we set �`
⌧µ = 0.1 The set of experimental measurements entering the fit, together

1We explicitly verified that a nonzero �⌧µ has no impact on the fit results.
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Model building 

  Many models! See e.g.: 
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B-decay anomalies and BSM models
ØThe rare B-decay anomalies in recent experimental results. 

ØPossible BSM models 
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→ 3.46 discrepency with the vector coupling ∆C>= −1.04 ± 0.25.
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LHCb: 2.66 tension in [1 − 6]5GeVI bin
LHCb: 
2.1-2.36 tension in [0.045 − 1.1]5GeVI;
2.4-2.56 tension in  [1.1 − 6]5GeVI bins.

LHCb [JHEP 08 (2017) 055]
BaBar [PRD 86 (2012) 032012] 
Belle [PRL 103 (2009) 171801] 

SM [PRL 113 (2014) 151601] 

With the vector coupling ∆C# = −1.04 ± 0.25Logical possible BSM models
"Possible models to explain the anomalies: 
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•SU(2)L singlet or 
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•Spin 0 or 1
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scalars/vectors 
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possible
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Courtesy, Geng CHEN, ICHEP 2018 , 7 July 2018 
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Model building 

  Ingredients 
–  NP: large coupling bàcτν 

•  Large coupling to 3rd gen leptons 
•  Left-handed coupling (no RH neutrino) 

–  NP: small (non-vanishing) coupling bàsµµ 
•  Small coupling to 2nd gen leptons 
•  Left-handed coupling (from C9) 

EFT-type considerations

R(D) and R(D*)  consistent with a 
universal enhancement (~30%) of the 
SM bL → cL τL νL amplitude 

(RH or scalar amplitudes disfavored) 

Recent data show some convincing evidences of Lepton Flavor Universality  
violations 

b → c charged currents: τ vs. light leptons (μ, e)  [RD, RD*]

b → s neutral currents: μ vs. e [RK, RK*  (+ P5 et al.) ] 

 bL           cL

W

τL , ℓL  νL

 bL           cL

τL                 νL

NP

G. Isidori – B-physics anomalies: model building & future implications         LHCb implications, CERN, 10th Nov 2017 

→ talks Thursday 
     morning

EFT-type considerations

Recent data show some convincing evidences of Lepton Flavor Universality  
violations 

b → c charged currents: τ vs. light leptons (μ, e)  [RD, RD*]

b → s neutral currents: μ vs. e [RK, RK*  (+ P5 et al.) ] 

Altmannshofer, Stangl, Straub '17

 bL           sL

NP

 bL           sL

SM

μ μμ, e μ, e

All effects well described by NP only 
in b→sμμ and (& not in ee)

LH structure on the quark side
largely favored

Helicity structure on the lepton side 
less clear

G. Isidori – B-physics anomalies: model building & future implications         LHCb implications, CERN, 10th Nov 2017 

→ talks Wednesday
     morning
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Model building 

  Ingredients 
–  NP: large coupling bàcτν 

•  Large coupling to 3rd gen leptons 
•  Left-handed coupling (no RH neutrino) 

–  NP: small (non-vanishing) coupling bàsµµ 
•  Small coupling to 2nd gen leptons 
•  Left-handed coupling (from C9 ) 

 
  Experimental constraints 

–  High pT searches  (No ττ resonance: no s-channel Z’) 

–  Radiative constr. τàµνν                     Vector LQ favoured  
–  Bs

0 mixing  (No tree level NP: small bs implies large τν)  over 
–  Bc

+ lifetime  (Scalar LQ increases BR(Bc
+àτ+ν))          Scalar LQ or Z’ 

EFT-type considerations

R(D) and R(D*)  consistent with a 
universal enhancement (~30%) of the 
SM bL → cL τL νL amplitude 

(RH or scalar amplitudes disfavored) 

Recent data show some convincing evidences of Lepton Flavor Universality  
violations 

b → c charged currents: τ vs. light leptons (μ, e)  [RD, RD*]

b → s neutral currents: μ vs. e [RK, RK*  (+ P5 et al.) ] 
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EFT-type considerations [The main problems]

I. high-pT constraints

Three main problems identified in the recent literature (driven mainly by RD...):   
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Z'(W')
LQ

Naïve EFT scale 
[from RD - setting g, λ → 1 ]:  Λ ~ 700 GeV 

EFT-type considerations [The main problems]

II. radiative constraints

τ
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Feruglio, Paradisi, Pattori '16

I. high-pT constraints

Three main problems identified in the recent literature (driven mainly by RD...):   
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LQ
Z'(W')

EFT-type considerations [The main problems]

II. radiative constraints
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I. high-pT constraints

Three main problems identified in the recent literature (driven mainly by RD...):   
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III. flavor bounds
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Greljo, GI, Marzocca '15
Calibbi, Crivellin, Ota, '15
(+many others...)
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LQ
Z'(W')

Z'

LQ

The constraint of the Bc-lifetime

B ! D⇤⌧⌫ receives a contribution from ✏P

✏P hD⇤(k, ✏)|c̄�5b|B̄(p)i=� 2✏P mD⇤
mb+mc

A0(q
2)✏⇤·q

Bc ! ⌧⌫ also receives a helicity-enhanced contribution from ✏P !

Br(B�
c !⌧⌫̄⌧ )

Br(B�
c !⌧⌫̄⌧ )SM

=

�����1+✏L+
m2

Bc
m⌧ (mb+mc )

✏P

�����

2

⌧Bc makes implausible ANY
“scalar solution”

(e.g. 2HDM) to the RD⇤ anomaly!

Alonso, Grinstein&JMC, arXiv: 1611.06676

(see also Xin-Qiang Li et al., JHEP 1608 (2016) 054)
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Model building 

  Many more experimental handles; predictions can be checked! 

  Universal for all bàcτν: 
–  Accurate R(D*), R(J/ψ), … 

  Strong coupling to τau’s: 
–  Measure e.g. B0àK*ττ 

  LFNU linked with LFV: 
–  Look for e.g. B0àK*τµ 
–  BR(τàµµµ)~10-9 

 
  c, u symmetry: 

–  Study suppressed semileptonic 

Bs mixing 
–  O(1-10%) effect on Δms 

b → s

μμ (ee) ττ

b → d

s → d

νν

Bd → μμ

B → π μμ

Bs → K(*) μμ

K → π νν

B → K(*) νν

B → π νν

B → K(*) ττ

B → π ττ

τμ μe 

O(20%)

RK, RK*

O(1)

O(1)

O(1)

→ 100×SM

→ 100×SM

long-distance 
pollution

NA NA

B → K τμ

→ ~10-6

B → π τμ

→ ~10-7

B → K μe

???

B → π μe

???

K → μe

???

E.g.: correlations among down-type FCNCs [using the results of U(2)-based EFT]:

If the anomalies are due to NP, we should expect to see several other BSM effects 
in low-energy observables

Implications for low-energy measurements
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O(20%) [RK=Rπ]

A similar table can be made also for charged currents, and in this case the 

predictions of the EFT are more simple/robust: 

Implications for low-energy measurements

 =                                =                                 =                                 = ...

I) LH operators [ universality of all Rτ/μ(b→c) ratios ]:  

II) U(2) symmetry [ Rτ/μ(b→c)=Rτ/μ(b→u) universality ]:
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Any mode for which we can predict well the LFU ratio is good for such tests... 

Γ(B→D*τν)/ΓSM

Γ(B→D*μν)/ΓSM

Γ(Bc→ψτν)/ΓSM

Γ(Bc→ψμν)/ΓSM

Γ(Λb→Λcτν)/ΓSM

Γ(Λb→Λcμν)/ΓSM

RD

(RD)SM

 =                                 =                                 = … =
Γ(B→π τν)/ΓSM

Γ(B→π μν)/ΓSM

Γ(Λb→p τν)/ΓSM

Γ(Λb→p μν)/ΓSM

Γ(Bs→K*τν)/ΓSM

Γ(Bs→K*μν)/ΓSM

RD

(RD)SM

A similar table can be made also for charged currents, and in this case the 

predictions of the EFT are more simple/robust: 

Implications for low-energy measurements

 =                                =                                 =                                 = ...

I) LH operators [ universality of all Rτ/μ(b→c) ratios ]:  

II) U(2) symmetry [ Rτ/μ(b→c)=Rτ/μ(b→u) universality ]:
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Any mode for which we can predict well the LFU ratio is good for such tests... 

Γ(B→D*τν)/ΓSM

Γ(B→D*μν)/ΓSM

Γ(Bc→ψτν)/ΓSM

Γ(Bc→ψμν)/ΓSM

Γ(Λb→Λcτν)/ΓSM

Γ(Λb→Λcμν)/ΓSM

RD

(RD)SM

 =                                 =                                 = … =
Γ(B→π τν)/ΓSM

Γ(B→π μν)/ΓSM

Γ(Λb→p τν)/ΓSM

Γ(Λb→p μν)/ΓSM

Γ(Bs→K*τν)/ΓSM

Γ(Bs→K*μν)/ΓSM

RD

(RD)SM
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Abstract

Motivated by additional experimental hints of Lepton Flavour Universality violation
in B decays, both in charged- and in neutral-current processes, we analyse the ingre-
dients necessary to provide a combined description of these phenomena. By means of
an E↵ective Field Theory (EFT) approach, based on the hypothesis of New Physics
coupled predominantly to the third generation of left-handed quarks and leptons,
we show how this is possible. We demonstrate, in particular, how to solve the prob-
lems posed by electroweak precision tests and direct searches with a rather natural
choice of model parameters, within the context of a U(2)q ⇥ U(2)` flavour symme-
try. We further exemplify the general EFT findings by means of simplified models
with explicit mediators in the TeV range: coloured scalar or vector leptoquarks and
colour-less vectors. Among these, the case of an SU(2)L-singlet vector leptoquark
emerges as a particularly simple and successful framework.
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Model building 

  Many more experimental handles; predictions can be checked! 
  High pT signatures? 

–  LQ pairs 

 
–  LQ t-channel in bbàττ 
Reachable 
during HL-LHC 

 
–  Single production channel  
(dominant?) 

B
uttazzo, G

reljo, Isidori, M
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Also as far as direct searches are concerned, 3rd gen. LQ are in good shape:
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Implications for high-pT physics
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Also as far as direct searches are concerned, 3rd gen. LQ are in good shape:
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Implications for high-pT physics
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Also as far as direct searches are concerned, 3rd gen. LQ are in good shape:
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Implications for high-pT physics

Buttazzo, Greljo, GI, Marzocca, '17

ν

b

ν

b

b

ττ

b

N.B.: The single production (for which so far there are no dedicated searches) 
might be the dominant prod. channel
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  Surprises possible in tree-level decays? 

More LFNU? Semileptonic decays: bàclv 

80 

Lepton universality, enshrined within the Standard Model (SM), requires equality of
couplings between the gauge bosons and the three families of leptons. Hints of lepton
non-universal e↵ects in B+ ! K+e+e� and B+ ! K+µ+µ� decays [1] have been seen,
but no definitive observation of a deviation has yet been made. However, a large class of
models that extend the SM contain additional interactions involving enhanced couplings
to the third generation that would violate this principle. Semileptonic decays of b hadrons
(particles containing a b quark) to third generation leptons provide a sensitive probe for
such e↵ects. In particular, the presence of additional charged Higgs bosons, which are
often required in these models, can have a significant e↵ect on the rate of the semitauonic
decay B0 ! D⇤+⌧�⌫

⌧

[2]. The use of charge-conjugate modes is implied throughout this
Letter.

Semitauonic B meson decays have been observed by the BaBar and Belle col-
laborations [3–7]. Recently BaBar reported updated measurements [6, 7] of the ra-
tios of branching fractions, R(D⇤) ⌘ B(B0 ! D⇤+⌧�⌫

⌧

)/B(B0 ! D⇤+µ�⌫
µ

) and
R(D) ⌘ B(B0 ! D+⌧�⌫

⌧

)/B(B0 ! D+µ�⌫
µ

), which show deviations of 2.7� and 2.0�,
respectively, from the SM predictions [8, 9]. These ratios have been calculated to high
precision, owing to the cancellation of most of the uncertainties associated with the strong
interaction in the B to D(⇤) transition. Within the SM they di↵er from unity mainly
because of phase-space e↵ects due to the di↵ering charged lepton masses.

This Letter presents the first measurement of R(D⇤) in hadron collisions using the
data recorded by the LHCb detector at the Large Hadron Collider in 2011–2012. The data
correspond to integrated luminosities of 1.0 fb�1 and 2.0 fb�1, collected at proton-proton
(pp) center-of-mass energies of 7 TeV and 8 TeV, respectively. The B0 ! D⇤+⌧�⌫

⌧

decay
with ⌧� ! µ�⌫

µ

⌫
⌧

(the signal channel) and the B0 ! D⇤+µ�⌫
µ

decay (the normalization
channel) produce identical visible final-state topologies; consequently both are selected
by a common reconstruction procedure. The selection identifies semileptonic B0 decay
candidates containing a muon candidate and a D⇤+ candidate reconstructed through the
decay chain D⇤+ ! D0(! K�⇡+)⇡+. The selected sample contains contributions from
the signal and the normalization channel, as well as several background processes, which
include partially reconstructed B decays and candidates from combinations of unrelated
particles from di↵erent b hadron decays. The kinematic and topological properties of
the various components are exploited to suppress the background contributions. Finally,
the signal, the normalization component and the residual background are statistically
disentangled with a multidimensional fit to the data using template distributions derived
from control samples or from simulation validated against data.

The LHCb detector [10, 11] is a single-arm forward spectrometer covering the
pseudorapidity range 2 < ⌘ < 5, designed for the study of particles containing b or
c quarks. The detector includes a high-precision tracking system consisting of a silicon-
strip vertex detector surrounding the pp interaction region [12], a large-area silicon-strip
detector located upstream of a dipole magnet with a bending power of about 4Tm, and
three stations of silicon-strip detectors and straw drift tubes [13] placed downstream of
the magnet. The tracking system provides a measurement of momentum, p, of charged
particles with a relative uncertainty that varies from 0.5% at low momentum to 1.0%
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