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Outline

Recent results (mainly at 13 TeV) from ATLAS & CMS:
n !"! cross-sections (inclusive and differential)
n ! ̅!+X cross-sections
n Single top cross-sections
n FCNC top decays
n Top quark mass and width
n Signal model tuning

Peter Hansen,  Corfu workshop, 1/9/2018 2



! ̅! cross-sections (incl. and diff.)

Core delivery of the LHC. Statistics O(1000) times Tevatron:
n Unique test of QCD with massive partons
n Constraints on  QCD soft scale modelling
n Background for many BSM and Higgs signals
n Indirect determination of mpole

n Constraints on anomalous EFT terms

Peter Hansen,  Corfu workshop, 1/9/2018

Top quark pair production

LHCP 2018 Vivek Jain 4

All hadronic final state: large BR and backgrounds
Can be used to probe highly boosted top quarks

Lepton+jets: large BR, high pT isolated lepton

Dilepton: Small BR, very clean, two high pT leptons

~10%    at the LHC         ~90%
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Inclusive ! ̅! cross-section
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Impressive progress at the LHC!
Single measurement precision: ~3.5%
Limited mainly by luminosity and signal 
model uncertainty. Peter Hansen,  Corfu workshop, 1/9/2018

Inclusive	233̅ @	8.16	TeV p-Pb
Lepton+jets	channel
Extract	233̅		using simultaneous	combined	likelihood	fit

mSS of	W	candidate
Verify	with	m3
Background only	rejected	at	> 52

Consistent	with	pQCD predictions

σUVW→33̅X.<Y	>?@ = 45 ± 8	nb

First	observation
of	the	top	quark	
in	p-Pb collisions!

13

m3\U

PRL.	119,	242001	(2017)

PRL 119, 242001 (2017)

Consistent with perturbative QCD within
uncertainties:
Meas: σtt = 45 ± 8 nb  Pred: σtt = 59 ± 6 nb
No significant nuclear modification

σtt in pPb collisions 
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! ̅! cross-sections and pdf’s 

ATLAS: Global fit of the PDFs to
• The HERA DIS data set
• differential W/Z cross-sections at 7 TeV
• dσ/pT

t and dσ/mtt in ! ̅! → $ + &'!( at 8 TeV
• dσ/ytt in ! ̅! → )*$'+!,- + . at 8 TeV

The result is a marginally harder gluon
and smaller uncertainties

Peter Hansen,  Corfu workshop, 1/9/2018

Inclusive	233̅ @	5	TeV
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Moderate	improvement	in	gluon	
PDF	uncertainty	at	high	P 11

233̅	at	different	 N� probe	proton	compositions
At	least	one	lepton	in	final	state
Constrain	gluon	PDF

σ33̅1	>?@ = 69.5 ± 6.1(stat) ± 5.6(syst) ± 1.6 lumi pb	

JHEP	03	(2018)	115

Table 6: Total and partial �2 for data sets entering the PDF fit for fits to the dilepton ytt spectrum and the lepton+jets
mtt and p

t
T spectra.

lepton+jets p
t
T , mtt

and dilepton ytt spectra
total �2/NDF 1253.8 / 1061

Partial �2/NDP HERA 1149 / 1016
Partial �2/NDP ATLAS W, Z/�⇤ 78.9 / 55
Partial �2/NDP ATLAS lepton+jets p

t
T , mtt 16.0 / 15

Partial �2/NDP ATLAS dilepton ytt 5.4 / 5
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Figure 8: (a) the gluon spectrum from fitting HERA data and ATLAS W, Z/�⇤ boson data plus the tt̄ dilepton ytt
data and the tt̄ lepton+jets mtt and p

t
T data compared to the fit to HERA and ATLAS W, Z/�⇤ boson data alone. (b)

the gluon spectrum from fitting HERA data and ATLAS W, Z/�⇤ boson data plus the tt̄ dilepton ytt data and the
tt̄ lepton+jets mtt and p

t
T data compared to the fit to HERA and ATLAS W, Z/�⇤ boson data the tt̄ lepton+jets mtt

and p
t
T data. The ratio plots underneath the main distributions show the fractional uncertainties of the gluon PDFs

for the fits. The full lines in these ratio plots show the ratio of the gluon PDF fitted to epWZ + ytt dilepton data +
p
t
T + mtt lepton+jets data to the gluon PDF fitted to the epWZ data for a) and the ratio of the gluon PDF fitted to

epWZ + ytt dilepton data + p
t
T + mtt lepton+jets data to the gluon PDF fitted to the epWZ + p

t
T + mtt lepton+jets

data for b).

Table 6. The partial �2 for the HERA and the ATLAS W, Z/�⇤ boson data are similar to those obtained
in fits to HERA data alone and fits to HERA+ATLAS W, Z/�⇤ boson data respectively, such that there is
no tension between these data sets and the top-quark pair production data. The partial �2/N DP for the
ATLAS tt̄ data are good for both the lepton+jets p

t
T ,mtt data and the dilepton ytt data. Fig. 8 shows the

gluon spectra before and after these three tt̄ spectra are added to the HERA and ATLAS W, Z/�⇤ boson
data. A harder gluon and a significantly reduced high-x uncertainty on the gluon PDF results. Fig. 8 also
shows a comparison of the gluon PDF for the fit using all three tt̄ spectra with the gluon PDF for the fit
using only the two lepton+jets tt̄ spectra. The dilepton ytt data soften the gluon found from the lepton+jets
spectra and contributes to the reduction in uncertainty of the high-x gluon.
However, so far only the uncertainties on the fit due to the uncertainties on the input experimental data
have been considered. There are also uncertainties due to model and parameterisation assumptions made

14

JHEP 1803 (2018) 115

CMS: /00̅ @5.02 TeV. Dilepton and l+jets channels. L=27.4pb-1

Moderate improvement in high-x gluon PDF uncertainty.

ATLAS-PUB-2018-017
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Differential ! ̅! cross-sections @ 13 TeV – top pT

Main uncertainties: JES, b-tagging, signal and background modelling

Kinematic variables generally consistent with NLO QCD,  but l+jets data have softer top pT 
than predicted (also seen at 8TeV, see eg Eur. Phys. J. C76 (2016) 538)

Peter Hansen,  Corfu workshop, 1/9/2018
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Figure 19: Ratios of the measured fiducial phase-space absolute di↵erential cross-section to the prediction from
Powheg+Pythia6 in the resolved and boosted topologies as a function of their respective transverse momentum
of the hadronic top quark. The bands indicate the statistical and total uncertainties of the data in each bin. The
Powheg+Pythia6 generator with hdamp = mt and the CT10 PDF is used as the nominal prediction to correct for
detector e↵ects.
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l+jets 3.2 fb-1

JHEP 1711 (2017) 191
Both resolved and boosted jets

All-jets 36.1 fb-1

PRD 98 (2018) 012003
Boosted jet topologies

Particle
level
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Figure 7: Normalized particle-level fiducial phase-space di↵erential cross-sections as a function of (a) transverse
momentum of the leading top-quark jet, (b) transverse momentum of the second-leading top-quark jet, (c) absolute
value of the rapidity of the leading top-quark jet and (d) absolute value of the rapidity of the second-leading top-
quark jet. The gray bands indicate the total uncertainty in the data in each bin. The vertical bars indicate the
statistical uncertainties in the theoretical models. The Powheg+Pythia8 event generator is used as the nominal
prediction. Data points are placed at the center of each bin.
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Figure 5: The measured normalised fiducial di↵erential cross-sections compared to predictions from Powheg-Box
(top ratio panel), MG5_aMC@NLO, and Sherpa (bottom ratio panel) interfaced to various parton shower programs.
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eμ channel 3.2 fb-1

Eur. Phys. J C77 (2017) 299
Νeutrino momenta from ET
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and mass constraints
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Differential ! ̅! cross-sections @ 13 TeV – top pT

CMS new dilepton results clearly show a softer top pT than predicted.            
Higher order QCD and EW corrections help, but not enough.
Other variables related to top pT (pT

tt , mtt and Njets ) are also in tension.
Other kinematic variables (yt, ytt, Δφtt) are consistent with PWHG+PY8.

H → γγ sensitivity studies using RooStats

H → γγ W.G. meeting
H → γγ W.G. meeting
Nicolas Chanon, ETH
Grégory Schott, KIT

Hugues Brun, Suzanne Gascon-Shotkin, Morgan Lethuillier, IPNL

ETH Zürich

11/02/2011

Nicolas Chanon H → γγ sensitivity studies using RooStats 1 / 7

tt+γ
JHEP 10 (2017) 006

N. Chanon - Rare top quark processes at CMS - ICHEP2018 -  5

Target semi-leptonic final states
- Measure tt+γ over tt ratio 
- Normalize the number of ttbar events (including tt+γ) with a fit of the 3-jet mass

- Increase purity with photon shower shape cut 
- Extract the signal with a fit of charged-hadron isolation
- Signal template from random cone method (same η, 

random Φ)

Background template from 
cluster shape sideband

Measure prompt photon purity >50%

Parton level

Dilepton
channel

Full phase space

16
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Figure 6: The differential tt̄ production cross sections at parton level in full phase space as a
function of pt̄

T are compared to theoretical predictions with beyond NLO precision. The left
and right plots correspond to absolute and normalised measurements, respectively. The lower
panel in each plot shows the ratio of the theoretical prediction to the data.
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dσ/dΔφll and spin correlations

Parton level

! ̅! → $% + '
selection

Full phase space

ATLAS-CONF-2018-027
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Figure 6: The parton-level di�erential cross-sections compared to predictions from P�����, M��-
G����5_aMC@NLO and S�����: absolute (left) and normalised (right), using the inclusive selection.
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Figure 7: Systematic uncertainties for the parton-level di�erential cross-sections: absolute (left) and normalised
(right). The tt̄ modelling uncertainties refer to the contributions from the NLO matrix-element generator (“Gener-
ator”), the parton shower algorithm (“Shower”) and the variation of initial- and final-state radiation (“Radiation”).

of invariant mass, the systematic uncertainties arising from the modeling of the tt̄ and jets are dominant,
with statistical uncertainties on the data becoming more important at higher values of invariant mass. In
the lowest region of invariant mass, the various NLO predictions di�er from each other and from the data,
with the nominal P����� + P�����8 agreeing best and S����� agreeing the least. In the other regions
of mt t̄ the di�erences are less pronounced and agree within the uncertainties.

The unfolded absolute and normalised particle-level cross-sections for �� are presented in Figure 10.
As with the parton-level results, the normalised uncertainties are significantly smaller than the absolute
uncertainties, and signal modelling uncertainties are dominant. The size of the overall uncertainties
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Spin Correlations

 Top quarks decay before fragmentation

 Spin information is preserved

 Hadron colliders: top quarks produced un-polarized, but

 New physics (NP) could induce polarization

 e. g. NP causing forward-backward tt asymmetry → more left-handed tops

 Correlation between top and antitop spin can be extracted

 

The normalized distribution (1/σ)dσ/dΔφ
ll

is  sensitive to spin correlations

between the ! and ̅! .

ATLAS finds these correlations to be 3.2σ larger than NLO generator 

predictions. This discrepancy tends to grow with m
tt
. 

CMS uses Δφ(l+l-) to constrain a chromomagnetic dipole EFT 

operator O
tG

(see 1503.08841) which modifies the top-gluon interaction.

A coefficient ~1σ above zero is found. CMS-PAS-TOP-17-014

absolute normalized
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ATLAS l + N jets, 13 TeV 3.2 fb-1

arXiv:1802.06572 
pT problem most pronounced in the exclusive
4-jet configuration (no additional jet). 

Also, PWHG+PY has difficulties simultanously
reproducing both Njets and pT(" ̅").

Peter Hansen,  Corfu workshop, 1/9/2018
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Figure 8: Di�erential cross sections in the fiducial phase space as a function of p
t,had
T : normalised (a) in the 4-jet

exclusive configuration, absolute (b) in the 4-jet exclusive, (c) 5-jet exclusive and (d) 6-jet inclusive configurations.
The shaded area represents the total statistical and systematic uncertainties.
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Figure 31: Differential cross sections at the particle level normalized to the sum of the cross
sections snorm in the measured ranges as a function of pT(th) in bins of the number of ad-
ditional jets. The data are shown as points with light (dark) bands indicating the statistical
(statistical and systematic) uncertainties. The cross sections are compared to the predictions of
POWHEG combined with PYTHIA8 (P8) or HERWIG++ (H++) and the multiparton simulations
MG5 aMC@NLO (MG5)+PYTHIA8 FxFx and SHERPA. The ratios of the various predictions to the
measured cross sections are shown at the bottom of each panel.

CMS l + N jets, 13 TeV, 35.8 fb-1

PRD 97 (2018)) 112003 
Very similar conclusions
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! ̅! + bjets – important for the ! ̅!H signal

Peter Hansen,  Corfu workshop, 1/9/2018

CMS PLB 776 (2018) 355
13 TeV, 2.3 fb-1,  ll + b-jets
New: ATLAS-CONF-2018-029
13 TeV, 36.1 fb-1, e and/or μ + b-jets

Pythia8 and Herwig7 predictions of 
extra b-jets are too low - but 
compatible within 2σ.

SHERPA 2.2 ! ̅! is in agreement with 
data. 
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Figure 7: The relative di�erential cross-section as a function of the b-jet multiplicity in events with at least two b-jets
in the eµ channel compared to various MC generators. Three ratio panels are shown, the first two of which show
the ratios of various predictions to data. The third panel shows the ratio of predictions of normalised di�erential
cross-sections from M��G����5_aMC@NLO+P����� 8 including (numerator) and not including (denominator)
the contributions from tt̄V and tt̄H production. Uncertainty bands represent the statistical and total systematic
uncertainties as described in Section 8.

Table 7: Values of �2 per degree of freedom and p-values between the unfolded normalised cross-section and the
predictions for b-jet multiplicity measurements in the eµ channel. The number of degrees of freedom is equal to the
number of bins minus one. Data and predictions with Nb-jets � 3 are normalised before calculating �2 per degree
of freedom and p-values as tt̄ production without additional b-jets are not included in the tt̄bb̄ predictions.

Generators Nb-jets : [2, 3, � 4b] Nb-jets : [3, � 4b]
�2 / NDF p-value �2 / NDF p-value

eµ channel

P�����+P����� 8 22.4 / 2 < 0.01 0.03 / 1 0.85
M��G����5_aMC@NLO+P����� 8 17.9 / 2 < 0.01 < 0.01 / 1 0.97
S����� 2.2 tt̄ 1.89 / 2 0.39 0.19 / 1 0.67
S����� 2.2 tt̄bb̄ (4FS) - - 0.19 / 1 0.67
P��H��+P����� 8 tt̄bb̄ (5FS) - - 13.6 / 1 < 0.01
P��H��+P����� 8 tt̄bb̄ (4FS) - - 2.10 / 1 0.15
P�����+H����� 7 46.0 / 2 < 0.01 0.48 / 1 0.49
P�����+P����� 8 tt̄bb̄ (4FS) - - 0.12 / 1 0.73
P�����+P����� 8 (RadHi) 12.3 / 2 < 0.01 0.01 / 1 0.91
P�����+P����� 8 (RadLo) 32.4 / 2 < 0.01 0.08 / 1 0.78
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! ̅!# @ 8 TeV

Main uncertainty: Fake photons

(LO) MadGraph, normalised to NLO
prediction: σttγ=151 ± 24pb 

tt+X using ATLAS Marisa Sandhof   Bergische Universität Wuppertal for 5

tt + γ     20.2 fb-1 @ 8TeV        JHEP 11 (2017) 086

σ
ttγ

 (NLO pred.) = 151 ± 24 fb

Good agreement with NLO 
prediction!

p
T

iso distribution after likelihood ft

σ
ttγ

 = 139 ± 7 (stat) ± 17 (syst) fb (±13% total)

dominant syst. uncertainties: fake rates (6.3%)

Peter Hansen,  Corfu workshop, 1/9/2018

H → γγ sensitivity studies using RooStats

H → γγ W.G. meeting
H → γγ W.G. meeting
Nicolas Chanon, ETH
Grégory Schott, KIT

Hugues Brun, Suzanne Gascon-Shotkin, Morgan Lethuillier, IPNL

ETH Zürich

11/02/2011

Nicolas Chanon H → γγ sensitivity studies using RooStats 1 / 7

tt+γ
JHEP 10 (2017) 006

N. Chanon - Rare top quark processes at CMS - ICHEP2018 -  6

- Normalize relative ttγ, Vγ and fake photon contributions with a likelihood exp(-χ2):

11

Table 2: Simulated samples categorized by reconstructed photon origin, after photon selection
in the µ+jets channel. The data-based multijet sample is not expected to have signal photons or
electrons. All uncertainties combine statistical and systematic contributions.

Sample Genuine photon Misid. electron Nonprompt photon Total
tt+g 407 ± 23 0.4 ± 0.3 11 ± 1 418 ± 24
tt+jets — 31 ± 5 291 ± 16 322 ± 17
W+g 140 ± 41 — 9.0 ± 6.7 149 ± 45
W+jets — — 57 ± 14 57 ± 14
Z+g 21 ± 7 — 1.4 ± 0.9 23 ± 7
Z+jets — — 9.6 ± 5.8 10 ± 6
Single t 12 ± 3 1.5 ± 1.3 25 ± 13 38 ± 14
QCD multijet — — 36 ± 20 36 ± 20
Total 580 ± 48 33 ± 5 440 ± 33 1053 ± 61
Data — — — 1136

cesses predominantly produce genuine photons, while the tt and V+jets processes contribute
to the nonprompt-photon or misidentified-electrons categories. The breakdown of the number
of events in the three reconstructed photon categories from each of the different simulated pro-
cesses as well as the total number of expected and observed events are shown in Tables 1 and
2 for the e+jets and µ+jets final states, respectively.

The modeling of misidentified electrons has been corrected using the scale factor described in
Section 8, but the modeling of nonprompt photons from jets remains uncorrected. The normal-
ization of the tt+jets, W+jets, Z+jets, and QCD samples have been cross-checked and corrected
as described previously in Sections 6 and 7. The contribution from single top quark processes
is expected to be small and accurately modeled, and is left normalized to the theoretical cross
sections. This leaves three major contributing sources, which have so far not been constrained
and for which scale factors still need to be measured: tt+g, V+g, and photons originating from
jets.

The three remaining scale factors, the scale factor on tt+g simulation (SFtt+g), on V+g simu-
lation (SFV+g), and on simulation of photons originating from jets (SFjet!g), are derived by
defining a likelihood function based on the three previously measured quantities: the photon
purity, pdata

eg ; top quark purity, pdata
tt ; and the number of events in data after the photon selec-

tion, N
data. The likelihood function is defined as L(SFtt+g, SFV+g, SFjet!g) = e�c2/2 where c2 is

the sum of three terms:

c2(SFtt+g, SFV+g, SFjet!g) =
(pdata

eg � pMC
eg )2

s2
peg

+
(pdata

tt � pMC
tt )2

s2
ptt

+
(N

data � N
MC)2

s2
N

, (1)

where pMC
eg , pMC

tt , and N
MC are the photon purity, top quark purity, and the number of events

expected from simulation, and speg sptt , and sN are the statistical uncertainties in the measured
quantities. The value of the photon purity from simulation is taken to be the fraction of events
in which the reconstructed photon originates from either a genuine photon or a misidentified
electron. Similarly, the top quark purity in simulation is found as the fraction of the total simu-
lated events coming from either the tt or tt+g processes. Because these three values depend on
the relative contribution of events from the different processes, they are functions of the three
scale factors, SFtt+g, SFV+g, and SFjet!g. For example, the photon purity would be increased for
larger values of SFtt+g or SFV+g whereas SFjet!g would increase the number of nonprompt pho-
tons and have the inverse effect on the photon purity. Similarly the top quark purity would be
increased for larger values of SFtt+g or SFjet!g (since tt is the largest contributor of nonprompt

- Main systematic uncertainties: 

14 12 Results

Section 7). The systematic uncertainty due to the scale factor for Z+jets simulation (described
in Section 6) is applied by adjusting the scale factor up and down by its uncertainty.

The uncertainty in the efficiency of the b tagging algorithm is taken into account by varying
the b tagging scale factors up and down by their uncertainties [37]. Differences between the
distribution of the pT of the top quarks in data and simulation are taken into account by ap-
plying a reweighting based on the pT of the generated top quarks and treating the difference
from the nominal sample as a systematic uncertainty (“top quark pT reweighting”) [40]. The
uncertainty in the pileup correction is found by recalculating the pileup distribution in data
with a plus and minus 5% change to the total inelastic proton-proton cross section [41], and
using these new distributions to reweight the simulation.

The uncertainty in the factorization and renormalization scales is taken into account by sim-
ulating the tt+g and tt+jets processes with the scales doubled and halved compared to the
nominal value of µF = µR = Q =

p
m

2
t + Sp

2
T (where the sum is taken over all final state

partons). The uncertainty in the matching of partons at ME level to the parton shower (PS) is
found by simulating tt+g and tt+jets processes with the threshold used for matching doubled
and halved from the nominal value of 20 GeV. The uncertainty arising from the choice of the
top quark mass used in simulation is measured by simulating the samples with a value of mt
varied up and down by 1 GeV from its central value of mt = 172.5 GeV.

Table 4: Uncertainties in the cross section ratio R for the combination of the e+jets and µ+jets
final states.

Source Uncertainty (%)
Statistical likelihood fit 15.5
Top quark mass 7.9
JES 6.9
Fact. and renorm. scale 6.7
ME/PS matching threshold 3.9
Photon energy scale 2.4
JER 2.3
Multijet estimate 2.0
Electron misid. rate 1.3
Z+jets scale factor 0.8
Pileup 0.6
Background normalization 0.6
Top quark pT reweighting 0.4
b tagging scale factor 0.3
Muon efficiency 0.3
Electron efficiency 0.1
PDFs 0.1
Muon energy scale 0.1
Electron energy scale 0.1
Total 20.7

12 Results
The ratio of the fiducial cross section of tt+g to tt production is found to be R = (5.7 ± 1.8) ⇥
10�4 (stat+syst) in the e+jets final state and R = (4.7 ± 1.3) ⇥ 10�4 (stat+syst) in the µ+jets final
state. The value of the fiducial tt+g cross section can be extracted from the cross section ratio

15

using the measured tt cross section of 244.9 ± 1.4 (stat)+6.3
�5.5 (syst) ± 6.4 (lumi) pb [24]. Multiply-

ing the cross section ratio by the measured tt cross section results in values for the tt+g fiducial
cross section of 138 ± 45 (stat+syst) fb in the e+jets final state and 115 ± 32 (stat+syst) fb in the
µ+jets final state.

The value of the cross section times the branching fraction in the lepton+jets final states can
be extrapolated from the fiducial cross section by dividing by the kinematic acceptance. The
kinematic acceptances (as given in Section 10) are found to be 0.2380 ± 0.0014 and 0.2551 ±
0.0014 in the e+jets and µ+jets final states. This gives a cross section times branching fraction
of stt+g B = 582 ± 187 fb in the e+jets final state and 453 ± 124 fb in the µ+jets final state. These
values are in agreement with theoretical prediction of 592 ± 71(scales) ± 30 (PDFs) fb for the
cross section times branching fraction of each of the semileptonic final states [42].

The combination of the e+jets and µ+jets channels results in a cross section ratio per semilep-
tonic final state of (5.2 ± 1.1) ⇥ 10�4 (stat+syst). This results in a value of 127 ± 27 (stat+syst) fb
for the fiducial tt+g cross section. When extrapolated to the cross section times branching frac-
tion by dividing by the kinematic acceptance, the result is stt+g B = 515 ± 108 fb per lepton+jets
final state, in good agreement with the theoretical prediction. Table 5 summarizes the measured
ratios and cross sections for the e+jets and µ+jets final states as well as the combination.

Table 5: Cross section ratios, as well as fiducial and total cross sections per semileptonic final
state.

Category R sfid
tt+g

(fb) stt+g B (fb)
e+jets (5.7 ± 1.8) ⇥ 10�4 138 ± 45 582 ± 187
µ+jets (4.7 ± 1.3) ⇥ 10�4 115 ± 32 453 ± 124
Combination (5.2 ± 1.1) ⇥ 10�4 127 ± 27 515 ± 108
Theory — — 592 ± 71 (scales) ± 30 (PDFs)

The distributions of the transverse momentum and absolute value of the pseudorapidity of
the photon candidate are shown in Figs. 7 and 8, scaled to the results of the likelihood fit.
While the statistical precision of this analysis currently limits the ability to perform a differential
measurement of the tt+g cross section, there is the potential to measure the differential cross
section in the future in both of these variables.

13 Summary
The results of a measurement of the production of a top quark-antiquark (tt) pair produced in
association with a photon have been presented. The measurement is performed using 19.7 fb�1

of data collected by the CMS detector at a center-of-mass energy of 8 TeV. The analysis has been
performed in the semileptonic e+jets and µ+jets decay channels.

The ratio of the tt+g to tt production cross sections has been measured to be R = stt+g/stt =

(5.2 ± 1.1) ⇥ 10�4. By multiplying the measured ratio by the previously measured value of the
tt cross section, the fiducial cross section for tt+g production of 127 ± 27 fb has been found for
events in the e+jets and µ+jets final states. The measured values are in agreement with the
theoretical predictions.

Results:

- Fiducial volume at generator level as 
close as possible to reconstructed level, to 
minimize unfolding effects
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Figure 3: (a) Post-fit track isolation distribution for the inclusive cross-section measurement. The last bin in-
cludes the overflow. The uncertainty band includes all uncertainties. (b) Summary of fiducial measurements of tt̄�
production in pp collisions at 7 TeV [8] and 8 TeV, normalised to the expected cross section, calculated at NLO
accuracy [9].
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Figure 4: Measured di↵erential cross section in (a) pT and (b) |⌘| and the corresponding theoretical prediction.
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ATLAS l+jets+γ JHEP 11 (2017) 086
σttγ=139 ± 18pb

CMS l+jets+γ JHEP 10 (2017) 006
σttγ=127 ± 27pb
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- Main systematics: lepton identification / trigger selections, non-prompt background 
- ttW with 2ℓss: 4.5σ (5.3σ) observed (expected) 
- ttZ with 3ℓ/4ℓ: ≫5σ

17

Table 2: Predicted and observed yields in the SS dilepton channel for the D < 0 region, i.e. the
nonprompt lepton control region. The total uncertainty obtained from the fit is also shown.

Process Nj = 2 Nj = 3 Nj > 3
Nonprompt 136.5 ± 13.9 110.3 ± 11.3 57.3 ± 6.1
Total background 192.1 ± 15.6 137.7 ± 11.7 74.0 ± 6.4

ttW 13.1 ± 0.3 17.6 ± 0.3 13.8 ± 0.3
ttZ 1.6 ± 0.4 3.1 ± 0.7 4.4 ± 1.0

Total 206.8 ± 15.7 158.4 ± 11.8 92.3 ± 6.5
Observed 229 144 92

Table 3: Predicted and observed yields in the SS dilepton final state. The total uncertainty
obtained from the fit is also shown.

Nj Nb Background ttW ttZ Total Observed

`�`�

0 < D < 0.6

2 >0 18.1± 1.8 2.2± 0.4 0.5± 0.1 20.8± 1.9 17

3 1 8.3± 0.9 2.1± 0.4 0.5± 0.1 10.9± 0.9 9
>1 10.9± 1.1 3.5± 0.6 0.8± 0.1 15.2± 1.3 17

>3 1 10.1± 1.1 2.8± 0.5 0.7± 0.2 13.7± 1.3 8
>1 22.2± 2.0 7.6± 1.2 2.7± 0.4 32.5± 2.4 27

D > 0.6

2 >0 6.8± 0.9 2.0± 0.3 0.4± 0.1 9.2± 0.9 10

3 1 4.1± 0.6 1.6± 0.3 0.3± 0.1 6.1± 0.6 11
>1 7.8± 0.9 3.8± 0.6 0.7± 0.1 12.3± 1.1 10

>3 1 5.6± 0.7 2.9± 0.5 0.7± 0.2 9.2± 0.9 5
>1 15.3± 1.5 12.0± 1.9 3.2± 0.5 30.5± 2.5 32

`+`+

0 < D < 0.6

2 >0 17.9± 1.8 4.9± 0.8 0.3± 0.1 23.1± 2.0 26

3 1 10.2± 1.3 3.7± 0.6 0.4± 0.1 14.4± 1.4 11
>1 10.2± 1.2 6.9± 1.1 0.8± 0.2 17.9± 1.6 18

>3 1 10.7± 1.2 4.9± 0.8 0.8± 0.2 16.4± 1.4 16
>1 22.4± 2.0 13.3± 2.2 3.0± 0.5 38.7± 3.0 42

D > 0.6

2 >0 8.0± 1.1 4.3± 0.7 0.4± 0.1 12.7± 1.3 18

3 1 4.8± 0.7 3.2± 0.5 0.3± 0.1 8.4± 0.9 7
>1 5.4± 0.7 7.1± 1.2 1.0± 0.2 13.5± 1.4 10

>3 1 6.3± 0.8 5.6± 0.9 0.9± 0.2 12.8± 1.2 12
>1 16.5± 1.5 22.5± 3.7 3.1± 0.5 42.1± 4.0 46

lepton channel both the expected and the observed significances are found to be much larger
than 5 standard deviations. The expected (observed) signal significances for ttW+ and ttW�

processes are calculated as well, being 4.2 (5.5) and 2.4 (2.3), respectively.

The measured signal strength parameters are found to be 1.23+0.19
�0.18 (stat)+0.20

�0.18 (syst)+0.13
�0.12 (theo)

for ttW, and 1.17 +0.11
�0.10 (stat)+0.14

�0.12 (syst)+0.11
�0.12 (theo) for ttZ. These parameters are used to multiply

the corresponding theoretical cross sections for ttW and ttZ mentioned in Section 1, to obtain
the measured cross sections for ttW and ttZ:

s(pp ! ttW) = 0.77+0.12
�0.11 (stat)+0.13

�0.12 (syst) pb,

s(pp ! ttZ) = 0.99+0.09
�0.08 (stat)+0.12

�0.10 (syst) pb.

CMS 2l(SS)+jets, multi-l+jets, 13 TeV, 35.9 fb-1:
arXiv:1711.02547
Statistics dominated. 29 event categories analyzed.
Constrains anomalous EFT operators.

ATLAS 13 TeV, 3.2 fb-1

Eur.Phys.J. C77(2017)40
~Same channels used
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Figure 8: The result of the simultaneous fit to the tt̄Z and tt̄W cross sections along with the 68% and 95% con-
fidence level (CL) contours. The shaded areas correspond to the theoretical uncertainties in the Standard Model
predictions, and include renormalisation and factorisation scale uncertainties as well as PDF uncertainties including
↵S variations.

8 Conclusion

Measurements of the production cross sections of a top-quark pair in association with a Z or W boson
using 3.2 fb�1 of data collected by the ATLAS detector in

p
s = 13 TeV pp collisions at the LHC are

presented. Final states with either two same-charge muons, or three or four leptons are analysed. From a
simultaneous fit to nine signal regions and two control regions, the tt̄Z and tt̄W production cross sections
are determined to be �tt̄Z = 0.9 ± 0.3 pb and �tt̄W = 1.5 ± 0.8 pb. Both measurements are consistent with
the NLO QCD theoretical calculations, �tt̄Z = 0.84 ± 0.09 pb and �tt̄W = 0.60 ± 0.08 pb.
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Single top production

Peter Hansen,  Corfu workshop, 1/9/2018

Tests SM Wtb vertex: New Constraints on anomalous EFT operators.

Huge background from ! ̅!. Use MVA methods to get rid of it. 

ICHEP 2018, SEOUL, SOUTH KOREA3

Single top-quark production

q
t

b

t

t

t

W

W

W

W

b

bb

𝜎(13TeV) = 217−10+10pb

t-channel tW-channel s-channel tZq channel
(rare SM process)

All interesting processes by themselves:  enable tests of the Standard Model Wtb vertex

t
W

b
W

Z

1 EXAMPLE

𝜎(13TeV) = 72−4+4pb 𝜎(13TeV) = 10.3−0.4+0.4pb 𝜎(13TeV) = 0.8−0.05+0.05pb

Sensitive to Beyond Standard Model physics: 
• Direct: Flavour Changing Neutral Currents, Heavy Bosons, Charged Higgs
• Indirect: Effective Field Theory operators

Thanks to

Marcel Vreeswijk

for graphics

From Hathor:

Comp.Phys.Comm.

191(2015)74
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t channel

ATLAS 8 TeV 20.2 fb
-1

EPJC 77 (2017) 531

|f
LV

V
tb

| = 1.03 
+0.05

-0.04

R !/ ̅! = 1.72 ± 0.08 

(NNPDF3.0 predicts 1.82 ± 0.04) 

M. Komm - CMS Single top quark production Slide  6

t-channel: 13 TeV
➢ measurement focused on

(measurement of cross section limited by systematics) 

➢ event selection
– 1 highly isolated muon or electron
– anti-     jets

– b-tagging: MVA based on secondary vertices

– reject multijet events from QCD
● muon channel:
● electron channel:

➢ data-driven multijet estimation: 
– shape: data with inverted

lepton selection criteria 
● muon: invert isolation
● electron: invert ID (incl. iso.)

– yield: 2-component fit to ...        
●             for muon events
●          for electron events

NEW

forward jet

out-of-acceptance

TOP-17-011

CMS 13 TeV 35.9 fb
-1

CMS-PAS-TOP-17-011

SR: l + jets, split by #b-jets

|f
LV

V
tb

| = 1.00 ± 0.05 ± 0.02(theo)

R !/ ̅! = 1.65 ± 0.02 ± 0.04 

(NNPDF3.0 predicts 1.66 ± 0.02)

Main systematic: PS scale. 

Also available:

Differential cross-sections:

EPJC 77 (2017) 53, CMS-TOP-16-004

top/W polarization:

JHEP 1704 (2017) 124, JHEP 1604 (2016) 073

Thanks to

Matthias Komm

for graphics

Peter Hansen,  Corfu workshop, 1/9/2018 14



tW channel

Peter Hansen,  Corfu workshop, 1/9/2018

ATLAS 13 TeV, 36.1 fb-1,  1806.04667
Final state is !"!#$%$ + '
First study of prescriptions for separating
() from ( ̅( amplitudes

M. Komm - CMS Single top quark production Slide  4

tW: 13 TeV NEWNEW

arXiv:1805.07399
submitted to JHEP

opposite   
  charge
  & flavor

➢ event selection
– 1 isolated muon + 1 isolated electron
– anti-     jets

classify “loose” jets:
– b-tagging: MVA based on secondary vertices

➢ analysis strategy
– signal sample: diagram removal scheme

to remove overlap with    at NLO 
– events categorized depending on

number of jets and subset of b-tagged jets
● signal region: 1 jets + 1 b-tag
●     regions: 2 jets + 1/2 b-tags

– boosted decision trees
– signal extraction through ML fit 

ICHEP 2018, SEOUL, SOUTH KOREA14

14

tW-channel: interference with ttbar
Novel method to study interference

t W

W

b

e,m

ue,um

b

b
e,m

ue,um

t
W

W

b

ue,um

e,m

ue,umbt

ttbar
two resonances

tW
one resonance

SAME FINAL STATE @LO

ICHEP 2018, SEOUL, SOUTH KOREA14
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tW-channel: interference with ttbar
Novel method to study interference

t W

W

b

e,m

ue,um

b

b
e,m

ue,um

t
W

W

b

ue,um

e,m

ue,umbt

ttbar
two resonances

tW
one resonance

SAME FINAL STATE @LO

Nominal prescription: Diagram Removal
Alternative   DS          : Diagram Subtraction
Alternative   DR2       :  Remove only modulus sq.

Powheg+Pythia8 : Abandon distinction between
( ̅( and ()%$. Full amplitude.
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tW channel – differential and inclusive

Peter Hansen,  Corfu workshop, 1/9/2018

ATLAS 13 TeV, 36.1 fb-1: EPJ C78 (2018)  186
SR: dilepton+b
Use BDT to reduce the large ! ̅! background.
Data>MC in high energy tails

ICHEP 2018, SEOUL, SOUTH KOREA13

In high tail mc<data
Also seen in M(ℓ2 b), and E( ℓ b)

Largest systematic:
• tW generator parton shower, 
• ttbar modelling (ISR/FSR)

tW channel: differential cross section @13 TeV
Cut  on BDT>0.3 to reduce syst
Unfolding with Iterative Bayesian method
Differential cross section are normalised by the fiducial cross section

Results are sensitive to quantum 
interference tW and ttbar.  
Nominal MC: Diagram-Removal (DR) 
For syst. Check: 
Diagram-Substraction (DS)

EPJC 78 (2018) 186
tW MC: powheg-box v1 for ME;  ct10 DR;   PS: Pythia6.428 CTEQ6l1pdfset

CMS 13 TeV 35.9 fb-1: arXiv:1805.07399
SR: eμ+b
σtW = 63.1 pb ± 11%
Agrees with NLO prediction:  72 ± 4 pb

~3% sys uncertainty from each source:
(efficiencies, trigger, JES, lumi,
stat, pile-up, ! ̅! bkg)

Must reduce all to obtain substantial improvement.

1

1 Introduction
Single top quarks, observed for the first time by the D0 [1] and CDF [2] Collaborations at the
Fermilab Tevatron, are produced via the electroweak interaction. There are three main pro-
duction modes in proton-proton (pp) or proton-antiproton (pp) collisions: the exchange of a
virtual W boson (t channel), the production and decay of a virtual W boson (s channel), and
the associated production of a top quark and a W boson (tW channel).

The tW process at the CERN LHC provides a unique opportunity to study the standard model
(SM) and its extensions through the interference of the process at next-to-leading order (NLO)
with top quark pair (tt) production [3–5]. The tW process also plays an important role because
of its sensitivity to the physics beyond the SM [6–8].

The tW production rate in pp collisions at the Tevatron was negligible but at the LHC this
process makes a significant contribution to single top quark production. The CMS and ATLAS
Collaborations have presented evidence for [9, 10] and observations of [11, 12] this process in
pp collisions at

p
s = 7 and 8 TeV, respectively. The ATLAS Collaboration has also measured

the production cross section using 13 TeV data [13].

The tW production cross section is computed at an approximate next-to-next-to-leading or-
der (NNLO). The corresponding theoretical prediction for the tW cross section in pp colli-
sions at

p
s = 13 TeV, assuming a top quark mass (mt) of 172.5 GeV, is 71.7 ± 1.8 (scale) ±

3.4 (PDF) pb [14]. The first uncertainty refers to the factorization (µF) and renormalization (µR)
scales in quantum chromodynamics (QCD), and the second to parton distribution functions
(PDFs). The leading-order (LO) Feynman diagrams for tW production are shown in Fig. 1.

t

b

g

W�

t

b

b

g

W�

t

Figure 1: Leading-order Feynman diagrams for single top quark production in the tW channel
that implicitly include the charge-conjugate contributions.

This paper reports the first measurement from the CMS Collaboration of tW production in
pp collisions at

p
s = 13 TeV. The measurement uses data recorded by CMS during 2016,

corresponding to an integrated luminosity of 35.9 ± 0.9 fb�1. The analysis is performed using
the e±µ⌥ dilepton channel, in which both W bosons, either produced in association with the
top quark or from the decay of the top quark, decay leptonically into a muon or an electron
(`), and a neutrino. Events with W bosons decaying into t leptons that decay into electrons
or muons also contribute to the measurement. The primary background to tW production in
this final state comes from tt production, with Drell–Yan (DY) production of t lepton pairs
that decay leptonically being the next most significant background. To extract the signal, the
analysis uses a multivariate technique, exploiting kinematic observables to distinguish the tW
signal from the dominant tt background.

The paper is structured as follows. Section 2 provides a summary of the CMS detector and of
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Evidence for tZq

Peter Hansen,  Corfu workshop, 1/9/2018

ATLAS 13 TeV, 36.1 fb-1: 
PLB 780 (2018) 557
SR: 3l + b + jet
tZq significance:  4.2σ
(5.4 expected)

ICHEP 2018, SEOUL, SOUTH KOREA17

tZq production, cross section @13 TeV

s=600±170 (stat.)±140 (syst.) fb
(theory NLO 800fb ±7% (scale) )

Main systematics:
• Radiation signal MC
• Jet Energy Scale
• b-tagging

Significance 4.2 (5.4 expected)

EVIDENCE
SIGNAL MC:
LO MG5_AMC@NLO2.2.1, 4FS; PS: CTEQ6L1 (LO)

signal

PLB 780 (2018) 557

Signal obtained in Likelihood fit
Background also fitted with constrains 
according to uncertainties
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Blois2018			C.	García	(IFIC-Valencia)	 17	

CMS-TOP-17-016	tγq-channel	@	13TeV		

First	 evidence	 of	 the	 single	 top-quark	
produc3on	 in	 associa3on	with	 a	 photon	 in	
the	t-channel.	

Corresponding	to	a	significance	of	4.4	(3.0)σ	obs.	(esp.)	

In	agreement	with	the	SM	predicIon	of	

Main	sources	of	uncertainty	
•  Jet	energy	scale.	
•  Signal	modelling.	
•  Zγ+jets.		
•  b-tagging.	

•  Two	BDTs	are	used	for	:	
•  	SR	(1	b-tagged	jet)	and		
•  CR	 (2	 b-tagged	 jets)	 to	 get	 *+γ	

background.	
•  A	binned	likelihood	to	extract:	

Evidence for tγq

CMS 13 TeV, 35.9 fb-1: CMS-TOP-17-16
tγq significance: 4.3σ (3.0 expected)

CMS 13 TeV, 35.9 fb-1:
PL B779 (2018) 358
SR: 3l + b + jet(s)
tZq significance: 3.7σ
(3.1 expected)
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FCNC summary

Peter Hansen,  Corfu workshop, 1/9/2018

Searching for BSM top couplings

Comparable results for ATLAS/CMS

Start to reach the prediction of some models

Branching ratio
16−10 13−10 10−10 7−10 4−10 1−10

Zu→t

Zc→t

gu→t

gc→t

uγ→t

cγ→t

Hu→t

Hc→t

SM 2HDM(FV) 2HDM(FC)
MSSM RPV RS

[9]

[7]

[8]

[7]

[6]

[5]

[6]

[5]

[4]

[4]

[3]

[1]

[2]

[1]

  ATLAS   CMS95%CL upper limits
[1] arXiv:1805.03483, sub. to PRD [2] JHEP 02 (2017) 079
[3] arXiv:1712.02399, sub. to JHEP [4] JHEP 04 (2016) 035
[5] EPJC 76 (2016) 55 [6] JHEP 02 (2017) 028
[7] arXiv:1803.09923, sub. to JHEP [8] CMS-PAS-TOP-17-017
[9] JHEP 07 (2017) 003

from arXiv:1311.2028
Theory predictions

ATLAS+CMS Preliminary
LHCtopWG

May 2018

all other processes are zero
Each limit assumes that

14 / 18

Starting to make contact
with some BSM models

Full run2 will have much more
exclusion power.
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Top quark mass

Peter Hansen,  Corfu workshop, 1/9/2018

q Very important test of the Standard Model.

q Measurements can be either direct, comparing mass-
sensitive detector-level observables to MC templates 
calculated for different top mass parameters, mtop, in the 
generator,

q or they can be indirect from  cross-section measurements
that are predicted by NLO or NNLO calculations depending on 
the so-called top pole mass, mpole, which is well defined
theoretically as the mass of a free top.

q The relation between of mtop and mpole is under  debate and 
study, see eg CERN-TH-2017-266. The ambiguity is to a large 
extent covered by the reported systematic errors from varying
scales, shower-matching and hadronization schemes.
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The Top Quark Mass 

●  Top quark: the heaviest known elementary particle 
●  mt + mW + mH measurements → over-constraints to SM fits 

○  direct measurements can be compared to indirect results to probe validity of SM 
○  mt important to determine SM vacuum stabilty 

2 

   arXiv:1803.01853 arXiv:1707.08124 

arXiv: 1803.01853
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Direct top mass

Peter Hansen,  Corfu workshop, 1/9/2018

 [GeV]topm
165 170 175 180 185

ATLAS+CMS Preliminary  = 7-13 TeVs summary, topm
LHCtopWG

shown below the line
(*) Superseded by results

September 2017

World Comb. Mar 2014, [7]
stat
total uncertainty

total  stat

 syst)± total (stat ± topm        Ref.s

ATLAS, l+jets (*) 7 TeV  [1] 1.35)± 1.55 (0.75 ±172.31 
ATLAS, dilepton (*) 7 TeV  [2] 1.50)± 1.63 (0.64 ±173.09 
CMS, l+jets 7 TeV  [3] 0.97)± 1.06 (0.43 ±173.49 
CMS, dilepton 7 TeV  [4] 1.46)± 1.52 (0.43 ±172.50 
CMS, all jets 7 TeV  [5] 1.23)± 1.41 (0.69 ±173.49 

LHC topWGLHC comb. (Sep 2013) 7 TeV  [6] 0.88)± 0.95 (0.35 ±173.29 
World comb. (Mar 2014) 1.96-7 TeV  [7] 0.67)± 0.76 (0.36 ±173.34 
ATLAS, l+jets 7 TeV  [8] 1.02)± 1.27 (0.75 ±172.33 
ATLAS, dilepton 7 TeV  [8] 1.30)± 1.41 (0.54 ±173.79 
ATLAS, all jets 7 TeV  [9] 1.2)± 1.8 (1.4 ±175.1 
ATLAS, single top 8 TeV  [10] 2.0)± 2.1 (0.7 ±172.2 
ATLAS, dilepton 8 TeV  [11] 0.74)± 0.85 (0.41 ±172.99 
ATLAS, all jets 8 TeV  [12] 1.01)± 1.15 (0.55 ±173.72 
ATLAS, l+jets 8 TeV  [13] 0.82)± 0.91 (0.38 ±172.08 

)l+jets, dil.
Sep 2017(ATLAS comb.  7+8 TeV  [13] 0.42)± 0.50 (0.27 ±172.51 

CMS, l+jets 8 TeV  [14] 0.48)± 0.51 (0.16 ±172.35 
CMS, dilepton 8 TeV  [14] 1.22)± 1.23 (0.19 ±172.82 
CMS, all jets 8 TeV  [14] 0.59)± 0.64 (0.25 ±172.32 
CMS, single top 8 TeV  [15] 0.95)± 1.22 (0.77 ±172.95 
CMS comb. (Sep 2015) 7+8 TeV  [14] 0.47)± 0.48 (0.13 ±172.44 
CMS, l+jets 13 TeV  [16] 0.62)± 0.63 (0.08 ±172.25 

[1] ATLAS-CONF-2013-046
[2] ATLAS-CONF-2013-077
[3] JHEP 12 (2012) 105
[4] Eur.Phys.J.C72 (2012) 2202
[5] Eur.Phys.J.C74 (2014) 2758
[6] ATLAS-CONF-2013-102

[7] arXiv:1403.4427
[8] Eur.Phys.J.C75 (2015) 330
[9] Eur.Phys.J.C75 (2015) 158
[10] ATLAS-CONF-2014-055
[11] Phys.Lett.B761 (2016) 350
[12] arXiv:1702.07546

[13] ATLAS-CONF-2017-071
[14] Phys.Rev.D93 (2016) 072004
[15] EPJC 77 (2017) 354
[16] CMS-PAS-TOP-17-007

Has now reached ~0.5 GeV prec.

Latest:

ATLAS 8 TeV, 20.2 fb-1, all jets (12)
ATLAS 8 TeV, 20.2 fb-1, l+jets (13)
CMS 13 TeV, 35.9 fb-1, l+jets

arXiv:1805.01428

Very latest:
CMS 13 TeV, 35.9 fb-1, all jets

CMS-PAS-TOP-17-008
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Direct top mass – all jets: 

Peter Hansen,  Corfu workshop, 1/9/2018

All-jets mtop measurement at 8TeV

⌘ Direct: mtop measurement from tt all-jets channel
⌘ Challenging measurement because of the large

multi-jets background
⌘ Basic selection: no leptons, � 6 central (|⌘| < 2.5)

jets two of them b-jets, EMiss
T < 60GeV, topological

cuts applied to reduce background
⌘ Jet assignment made by �2 fit to the tt system
⌘ A data-driven method is used to determine the large

multi-jets background with regions defined by number
of b-jet and proximity of W ,b pairs

⌘ mtop measurement extracted using a template fit to the
ratio of the three-jet to the dijet mass, R3/2, with a
binned minimum-�2 approach

⌘ mtop = 173.72 ± 0.55 (stat) ± 1.01 (syst)GeV
⌘ Biggest systematic uncertainties: hadronisation

modeling, JES, and bJES
⌘ Measurement ⇠ 40% more precise than mtop @

7TeV

tt ! W+bW�b ! qq0bq00q̄000b
arXiv:1702.07546

jj/mjjj = m3/2R
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T. Barillari Measurements of the top-quark mass with the ATLAS detector ICHEP 2018 7

arXiv:1702.07546, 8 TeV, 20.2 fb-1

mtop = 173.2 ± 0.55 ± 1.01 GeV
Jet assignments to top from chisquared kinematic fit
Fit 3-jet over 2-jet mass
Main systematics: hadronization, JES, bJES

All-jets mtop measurement at 8TeV

⌘ Direct: mtop measurement from tt all-jets channel
⌘ Challenging measurement because of the large

multi-jets background
⌘ Basic selection: no leptons, � 6 central (|⌘| < 2.5)

jets two of them b-jets, EMiss
T < 60GeV, topological

cuts applied to reduce background
⌘ Jet assignment made by �2 fit to the tt system
⌘ A data-driven method is used to determine the large

multi-jets background with regions defined by number
of b-jet and proximity of W ,b pairs

⌘ mtop measurement extracted using a template fit to the
ratio of the three-jet to the dijet mass, R3/2, with a
binned minimum-�2 approach

⌘ mtop = 173.72 ± 0.55 (stat) ± 1.01 (syst)GeV
⌘ Biggest systematic uncertainties: hadronisation

modeling, JES, and bJES
⌘ Measurement ⇠ 40% more precise than mtop @

7TeV

tt ! W+bW�b ! qq0bq00q̄000b
arXiv:1702.07546
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mt from all-jets at 13 TeV [CMS-PAS-TOP-17-008]

• full kinematics available, large BR ⇠ 44 %
• large QCD BG contamination

I Selection
• � 6 jets, exactly 2 b tagged, �Rbb̄ > 2.0

I Background estimation
I Data-driven method:
I ? same selection, but exactly 0 b tags
I ? veto with very loose b tagger

I ? ) no signal contamination

I Kinematic fit
• mt = mt̄,

• mW = 80.4 GeV,

• Pgof > 0.1
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mtop = 172.34 ± 0.20(stat+JES) ± 0.76 GeV
Simultanous ideogram fit of mtop and JES.
New Colour Reconnection variation contributes
0.36 GeV to the systematic uncertainty.
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Direct top mass – l+jets: 

Peter Hansen,  Corfu workshop, 1/9/2018

ATLAS-CONF-2017-071, 8 TeV, 20.2 fb-1

mtop = 172.08 ± 0.39 ± 0.82 GeV
Parton assignments from kinematic fit.
Fit mtop and Jet Energy Scale simultanously.

Main systematics: JES, bJES , b-tagging.
Some partly cancel in the combination
with the dilepton and 7 TeV results.

arXiv:1805.01428, 13 TeV 35.9 fb-1

mtop = 172.25 ± 0.08 ± 0.62 GeV
Simultanous ideogram fit of mtop and JES.
Main systematics: flavor dependent JES
New Colour Reconnection variation contributes
0.31 GeV to the systematic uncertainty.

Lepton+jets mtop measurement at 8TeV
⌘ Direct: mtop measurement from tt lepton+jets channel
⌘ Basic selection:

• � 1 lepton, � 4 central (|⌘| < 2.5) jets two of
them b-jets

• In tt ! µ+ jets (tt ! e+ jets) events, use
EMiss
T > 20 (30)GeV and

EMiss
T +mW

T > 60 (30)GeV

⌘ Event kinematic reconstruction based on a likelihood
fit performed with the KLFitter package

⌘ Measurement of mtop based on an optimization of the
selection based on a a boosted decision tree (BDT)

⌘ Use 3-dimensional template fit to determine mtop with
the jet energy scale factor (JSF) and the relative
b-to-light-jet energy scale factor (bJSF)

⌘ mtop = 172.08 ± 0.39 (stat) ± 82 (syst)GeV
⌘ Biggest systematic uncertainties: JES, and bJES
⌘ Combining this mtop with the dilepton mtop at 7 and

8TeV, and lepton+jets at 7TeV:
⌘ mtop = 172.51 ± 0.27 (stat) ± 0.42 (syst)GeV

tt ! W+bW�b ! qq0b`⌫b
ATLAS-CONF-2017-071
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(a) Reconstructed top quark mass
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(b) Reconstructed W boson mass

T. Barillari Measurements of the top-quark mass with the ATLAS detector ICHEP 2018 8

Lepton+jets mtop measurement at 8TeV
⌘ Direct: mtop measurement from tt lepton+jets channel
⌘ Basic selection:

• � 1 lepton, � 4 central (|⌘| < 2.5) jets two of
them b-jets

• In tt ! µ+ jets (tt ! e+ jets) events, use
EMiss
T > 20 (30)GeV and

EMiss
T +mW

T > 60 (30)GeV

⌘ Event kinematic reconstruction based on a likelihood
fit performed with the KLFitter package

⌘ Measurement of mtop based on an optimization of the
selection based on a a boosted decision tree (BDT)

⌘ Use 3-dimensional template fit to determine mtop with
the jet energy scale factor (JSF) and the relative
b-to-light-jet energy scale factor (bJSF)

⌘ mtop = 172.08 ± 0.39 (stat) ± 82 (syst)GeV
⌘ Biggest systematic uncertainties: JES, and bJES
⌘ Combining this mtop with the dilepton mtop at 7 and

8TeV, and lepton+jets at 7TeV:
⌘ mtop = 172.51 ± 0.27 (stat) ± 0.42 (syst)GeV

tt ! W+bW�b ! qq0b`⌫b
ATLAS-CONF-2017-071
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(a) Reconstructed top quark mass
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(b) Reconstructed W boson mass

T. Barillari Measurements of the top-quark mass with the ATLAS detector ICHEP 2018 8

mt in `+jets decay channel [arXiv:1805.01428]

Golden channel for mt measurement
• for µ/e+ jets BR ⇠ 30 %
• small contamination from BG

I Selection
• exactly 1 isolated lepton, � 4 jets,
• exactly 2 b tagged jets

I Kinematic fit to a t̄t hypothesis

1 unknown

3 constraints
mWqhq0

h
= mWl⌫ = 80.4 GeV

mt = mt̄,
2 ⌫l solutions

Pgof = exp(�1
2�

2) > 0.2 increase fcp
from 15%)46%
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Correlations m
dil
top (7 TeV) m

l+jets
top (7 TeV) m

dil
top (8 TeV) m

l+jets
top (8 TeV)

m
dil
top (7 TeV) 1.00

m
l+jets
top (7 TeV) �0.07 1.00
m

dil
top (8 TeV) 0.52 0.00 1.00

m
l+jets
top (8 TeV) 0.06 �0.07 �0.19 1.00

BLUE weight (mtop) - 0.17 0.43 0.40

Table 6: Pairwise correlations of the individual measurements and BLUE weights for the chosen combination. The
upper part reports the correlations of the four measurements of mtop. The lower part lists the BLUE weights for the
combination of mtop listed in Table 5.

168 170 172 174 176 178
 [GeV]topm

0.5

6

 (7 TeV)dil
top+ m  0.42± 0.27 ±172.50 

 (7 TeV)*l+jets
top+ m  0.42± 0.27 ±172.51 

 (8 TeV)l+jets
top+ m  0.48± 0.28 ±172.56 

 (8 TeV)dil
topm  0.74± 0.41 ±172.99 

Successive combination ATLAS Preliminary
   syst.±   stat.  ±   topm

stat. uncertainty
total uncertainty

*ATLAS Combination
stat. uncertainty
total uncertainty

(a) Successive combination

165 170 175 180
 [GeV]topm

0.5

6

ATLAS (Sep 2017)  0.42± 0.27 ±172.51 

CMS (Apr 2016)  0.47± 0.13 ±172.44 

D0 (Jul 2016)  0.64± 0.40 ±174.95 

CDF (Mar 2014)  0.74± 0.57 ±173.16 

Combinations ATLAS Preliminary
   syst.±   stat.   ±   topm

stat. uncertainty
total uncertainty

ATLAS Combination
stat. uncertainty
total uncertainty

(b) Combinations

Figure 8: Results of the combination. Figure (a) shows the combined result when successively adding results to the
most precise one. Each line of this figure shows the combined result, when adding the result listed to the combination,
indicated by a ’+’. The new ATLAS combination is shown in red and indicated by the star. Figure (b) shows the
combined result for mtop per experiment from the latest combinations performed by the individual experiments.
In this figure the vertical band corresponds to the present ATLAS combination of mtop. For CDF, the statistical
component caused by the in-situ determination of the jet scale factor is included in the systematic uncertainty.

For each pair of measurements, their compatibility is expressed by the squared ratio of the di�erence of the
pair of measurements divided by the uncertainty in this di�erence. The distribution of the compatibilities
reveals good compatibilities of all measurements, with the smallest �2 probability being P( �2, 1) = 30%.

The use of the statistical uncertainties in the systematic uncertainties has two main advantages. Firstly, it
allows for properly determining the uncertainties in the evaluation of the total correlations of the estimators,
limiting the need of performing ad-hoc variations. Secondly, it enables the combination to be performed,
while restricting the combined result to the use of the significant measurements. The significance of the
individual measurements in the combination is visualised in Figure 8(a). In this figure, starting from the
most precise result, i.e. the tt̄ ! dilepton measurement at

p
s = 8 TeV, with a statistical precision in the

total uncertainty of 0.05 GeV, measurements are added to the combination one at a time according to their
importance, and the combined result is reported. Each line of this figure shows the combined result when

31
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Indirect top mass (mpole)

Peter Hansen,  Corfu workshop, 1/9/2018

• EPJ C77 (2017) 804
ATLAS 8 TeV, 20.2 fb-1,  eμ , (1/σ)dσ/dX

Fit MCFM NLO templates to
the shapes of 8 eμ observables
(basically with no jet requirements): 
mpole = 173.2 ± 1.2(exp) ± 1.2(theo) GeV
Main systematics: QCD scales (ISR/FSR)

• JHEP 09 (2017) 051
CMS 13 TeV, 2.2 fb-1,  l+jets

Extract mpole = 170.6±2.7 GeV
from σtt = 888pb ±3.9% using Top++ and CT14

• Very latest: FERMILAB-CONF-16-383-PPD
D0 1.96 TeV, 9.7 fb-1, l+jets

Compare σtt(mpole) and dσ/dpT(t) with NNLO calc:
mpole = 169.1 ± 2.5 GeV

No evidence at all for any systematic shift between mtop

and mpole , but a 1 GeV shift cannot be excluded either.

1. D0 σtot 1605.06168
2. CMS σtot PLB728(2014)
3. ATL σtt+j JHEP10(2015)
4. ATL eμ EPJC77(2017)
5. D0 dσ/dX CONF-16-383
6. ATL σtot EPJC76(2016)
7. CMS σtot JHEP09(2017)

8. D0+CDF avg 1608.01881
9. CMS avg PRD93(2016)
10. ATLAS avg CONF-2017-071
11. CMS 13TeV 1805.01428 
12. CMS 13TeV  TOP-17-008
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Shower model tuning 

Peter Hansen,  Corfu workshop, 1/9/2018

CMS-PAS-TOP-16-021, 8 TeV, 19.7 fb-1 (dilepton, l+jets).

The Njets observable is sensitive to the parameters:

hdamp=1.6 ± 0.6 x mt        αS
ISR = 0.111 ± 0.015

These values are used in PY8 tune (CUETP8M2T4) for Run2.

arXiv:1807.02810, 13 TeV, 35.9 fb-1 (μe + 2 b-jets)

Study observables Nch, PT
ch etc. in UE.

Classify events based on Njets,  pT
ll and mll

PY8 performs well - MPI indispensable ingredient.

The analysis is sensitive to FSR:

αS
FSR = 0.120 ± 0.006

CMS-PAS-TOP-17-13, (l+jets)

Jet width prefers

αS
FSR = 0.123 ± 0.002 in PY8 

(note that Monash tune had

αS
ISR = αS

FSR = 0.1365

- using NNPDF2.3LO)

Jet substructure in t t̄ events [CMS-PAS-TOP-17-013]
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Not all observables are well described
! more complete tuning is needed to achieve better overall agreement
Data can be compared to QCD calculations with higher-order corrections

O. Zenaiev Top modelling and tuning in CMS 11 / 12

H → γγ sensitivity studies using RooStats

H → γγ W.G. meeting
H → γγ W.G. meeting
Nicolas Chanon, ETH
Grégory Schott, KIT

Hugues Brun, Suzanne Gascon-Shotkin, Morgan Lethuillier, IPNL

ETH Zürich

11/02/2011

Nicolas Chanon H → γγ sensitivity studies using RooStats 1 / 7

tt+γ
JHEP 10 (2017) 006

N. Chanon - Rare top quark processes at CMS - ICHEP2018 -  5

Target semi-leptonic final states
- Measure tt+γ over tt ratio 
- Normalize the number of ttbar events (including tt+γ) with a fit of the 3-jet mass

- Increase purity with photon shower shape cut 
- Extract the signal with a fit of charged-hadron isolation
- Signal template from random cone method (same η, 

random Φ)

Background template from 
cluster shape sideband

Measure prompt photon purity >50%

7. Results 19

Category

inclusive
=0 =1 2≥ [0,20[

[20,40[
[40,80[

[80,120[
>120 [0,60[

[60,120[
[120,200[

>200

 >
 [G

eV
]

zp
∑

< 

50

100

150

200

250
Data PW+PY8
ISR up ISR dn
FSR up FSR dn
UE up UE dn

Extra jets (ll)| / GeV
T

p| m(ll) / GeV
preliminary CMS  (13 TeV)-135.9 fb

Da
ta

σ
(T

he
or

y-
Da

ta
)

4−
2−
0
2
4

preliminary CMS  (13 TeV)-135.9 fb

PW+PY8
ISR up
ISR dn
FSR up
FSR dn
UE up
UE dn

Extra jets (ll)| / GeV
T

p| m(ll) / GeV

Da
ta

σ
(T

he
or

y-
Da

ta
)

4−
2−
0
2
4

no MPI
no CR
QCD based
Gluon move
ERD on
Rope
Rope (no CR)

Category
inclusive

=0 =1 2≥ [0,20[
[20,40[

[40,80[
[80,120[

>120 [0,60[
[60,120[

[120,200[
>200

Da
ta

σ
(T

he
or

y-
Da

ta
)

4−
2−
0
2
4 Sherpa

aMC@NLO+PY8

PW+HW++

PW+HW7

Figure 16: Average Â pz in different categories. The conventions of Fig. 14 are used.
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Figure 17: Average p̄T in different categories. The conventions of Fig. 14 are used.
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Figure 18: Average p̄z in different categories. The conventions of Fig. 14 are used.
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Figure 18: Average p̄z in different categories. The conventions of Fig. 14 are used.
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Shower model tuning 

Peter Hansen,  Corfu workshop, 1/9/2018

CMS-PAS-GEN-17-01, 13 TeV, (Min Bias).

The UE parameters in PYTHIA8 have been tuned for the first time

with the NLO and NNLO versions of NNPDF:

This comparison with MB and a variety of UE’s at collision energies of 1.96,

7 and 13 GeV shows a similar level of agreement as with

LO PDF tunings.

In particular, the top data are well reproduced – without these data

having been used in the tuning.

H → γγ sensitivity studies using RooStats

H → γγ W.G. meeting
H → γγ W.G. meeting
Nicolas Chanon, ETH
Grégory Schott, KIT

Hugues Brun, Suzanne Gascon-Shotkin, Morgan Lethuillier, IPNL

ETH Zürich

11/02/2011

Nicolas Chanon H → γγ sensitivity studies using RooStats 1 / 7

tt+γ
JHEP 10 (2017) 006

N. Chanon - Rare top quark processes at CMS - ICHEP2018 -  5

Target semi-leptonic final states
- Measure tt+γ over tt ratio 
- Normalize the number of ttbar events (including tt+γ) with a fit of the 3-jet mass

- Increase purity with photon shower shape cut 
- Extract the signal with a fit of charged-hadron isolation
- Signal template from random cone method (same η, 

random Φ)

Background template from 
cluster shape sideband

Measure prompt photon purity >50%25

10

Table 3: CMS PYTHIA 8 NLO-PDF tune CP3 and NNLO-PDF tunes CP4 and CP5. Both the
values at Q = MZ and the order of running with Q2 of the strong coupling aS are listed. In
these tunes, we use the Schuler-Sjöstrand diffraction model [32] and also include the simulation
of central-diffraction processes.

PYTHIA parameter CP3 CP4 CP5
PDF Set NNPDF3.1 NLO NNPDF3.1 NNLO NNPDF3.1 NNLO
aS(MZ) 0.118 0.118 0.118

SPACESHOWER:RAPIDITYORDER off off on
MULTIPARTONINTERACTIONS:ECMREF [GeV] 7000 7000 7000

aISR
S value/order 0.118/NLO 0.118/NLO 0.118/NLO

aFSR
S value/order 0.118/NLO 0.118/NLO 0.118/NLO

aMPI
S value/order 0.118/NLO 0.118/NLO 0.118/NLO

aME
S value/order 0.118/NLO 0.118/NLO 0.118/NLO

MULTIPARTONINTERACTIONS:PT0REF [GeV] 1.516 1.483 1.41
MULTIPARTONINTERACTIONS:ECMPOW 0.02266 0.02012 0.03344

MULTIPARTONINTERACTIONS:CORERADIUS 0.5396 0.5971 0.7634
MULTIPARTONINTERACTIONS:COREFRACTION 0.3869 0.3053 0.63

COLORRECONNECTION:RANGE 4.727 5.613 5.176
c2/dof 0.759 0.803 1.04

CMS experiment [9] in the transMIN and transMAX regions to predictions from, respectively,
the LO-based tunes and the higher-order-based tunes, while in Fig. 7 and 8 similar compar-
isons are shown for the observables measured at

p
s = 1.96 TeV by the CDF experiment [8] in

the transMIN and transMAX regions. All predictions reproduce well the considered UE ob-
servables at

p
s = 1.96, 7, and 13 TeV. In the region of small pmax

T values (pmax
T < 3 GeV), where

contributions from diffractive processes are relevant, the predictions do not always reproduce
the measurements and exhibit discrepancies of up to 20%.

Figure 9 shows the charged-particle multiplicity as a function of pseudorapidity for charged
particles with pT > 0 GeV in |h| < 2 measured by the CMS experiment at

p
s = 13 TeV [19] in

MB events. Data are compared to the predictions of the new PYTHIA 8 tunes. All of them are
able to reproduce the measurement at the same level of agreement, independently of the PDF
used for the UE simulation. We could not find any MB or UE observable where the level of
agreement between data and predictions from the different tunes is significantly different.
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Figure 16: CMS data at
p

s = 13 TeV [52] on the normalized ttright cross section in the lep-
ton+jets channel, as a function of the transverse momentum of the top quark for leptonically
decaying top quarks (t`) (upper), the invariant mass of the top quark pair system, M(tt) (mid-
dle), and in bins of number of additional jets (lower). The data are compared to the predictions
of POWHEG (left) and MG5 aMC [FxFx] (right). In both cases, the parton-shower simulation is
done with the PYTHIA 8 tunes CUETP8M1, CP2, CP4, or CP5. The ratios of the theory and
the data (MC/data) are also shown, where the shaded band indicates the total experimental
uncertainty of the data.
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Figure 16: CMS data at
p

s = 13 TeV [52] on the normalized ttright cross section in the lep-
ton+jets channel, as a function of the transverse momentum of the top quark for leptonically
decaying top quarks (t`) (upper), the invariant mass of the top quark pair system, M(tt) (mid-
dle), and in bins of number of additional jets (lower). The data are compared to the predictions
of POWHEG (left) and MG5 aMC [FxFx] (right). In both cases, the parton-shower simulation is
done with the PYTHIA 8 tunes CUETP8M1, CP2, CP4, or CP5. The ratios of the theory and
the data (MC/data) are also shown, where the shaded band indicates the total experimental
uncertainty of the data.



Shower model tuning 

Peter Hansen,  Corfu workshop, 1/9/2018

The ! ̅! signal models used in early Run2 analysis have been significantly improved both regarding the 

realism of the nominal generator and the systematics resulting from the alternative generators.  

Top Quark Properties 
Measurements with ATLAS

Reinhild Yvonne Peters
The University of Manchester

on behalf of the ATLAS Collaboration
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Figure 11: Comparison of the generator setup defined for early Run 2 analyses (red) with the improved Run 2 setup
(blue), compared to data at

p
s = 13 TeV. The comparison is performed for (a) the number of additional jets, (b) the

transverse momentum of the leading additional jet, (c) the transverse momentum of the leading b-jet as well as (d)
the transverse momentum of the subleading b-jet, using ATLAS data unfolded to particle level in Analysis A [28].
The data are represented as closed (black) circles with the total experimental uncertainty on the data (statistical and
systematic) indicated by the error bars.
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Figure 13: Comparison of the generator setup defined for early Run 2 analyses (red) with the improved setup (blue),
compared to data at

p
s = 13 TeV. The comparison is performed for (a) the transverse momentum of the hadronic

top quark, (b) the transverse momentum of the tt̄ system, and (c) the invariant mass of the tt̄ system, using ATLAS
data unfolded to particle level in Analysis B [33]. The data are represented as closed (black) circles with the total
experimental uncertainty on the data (statistical and systematic) indicated by the error bars.
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New Run2 setup for ATLAS analysis

Table 3: Systematic uncertainties for the tt̄ process used for the early Run 2 analyses, with Powheg+Pythia6 as
nominal sample. The symbol � denotes the di↵erence of the predictions for the analysis observables between the
two generators in the column ‘Samples’. The notation ±|�| indicates that the full di↵erence is symmetrised and
applied to the nominal sample. Without the absolute value bars, � indicates that the signed di↵erence with respect
to the nominal for all variations is used to estimate the uncertainty.

Source of Uncertainty Samples Procedure

Nominal Powheg+Pythia6 N/A

NLO+PS matching Powheg+Herwig++ vs. ±|�|
MadGraph5_aMC@NLO+Herwig++

Parton Shower and Powheg+Pythia6 vs. ±|�|
Hadronization Model Powheg+Herwig++

Additional Radiation Powheg+Pythia6 P2012 (RadHi tune, µR,F = 0.5, hdamp = 1.5 mtop �

vs. RadLo tune, µR,F = 2.0, hdamp = 1.0 mtop)

Table 4: Systematic uncertainties for the tt̄ process using Powheg+Pythia8 as nominal sample. The symbol �
denotes the di↵erence of the predictions for the analysis observables between the two generators in the column
‘Samples’. The notation ±|�| indicates that the full di↵erence is symmetrised and applied to the nominal sample.
Without the absolute value bars, � indicates that the signed di↵erence with respect to the nominal for all variations
is used to estimate the uncertainty.

Source of Uncertainty Samples Procedure

Nominal Powheg+Pythia8 N/A

NLO+PS matching Powheg+Pythia8 vs. ±|�|
MadGraph5_aMC@NLO+Pythia8

Parton Shower and Powheg+Pythia8 vs. ±|�|
Hadronization Model Powheg+Herwig7

Additional Radiation Powheg+Pythia8 A14 (Var. 3c up, µR,F = 0.5, hdamp = 3.0 mtop �

vs. Var. 3c down, µR,F = 2.0, hdamp = 1.5 mtop)

7
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Summary 

Peter Hansen,  Corfu workshop, 1/9/2018

q Precise modelling of top quark production and decay, and precise
measurements of top quark production and properties, are among
LHC’s most powerful instruments for probing fundamental physics.

q The present measurements are generally, but not in all details, 
consistent with SM NLO and NNLO simulations.

q The total Run2 sample will be a  factor of 4 larger than the data
investigated up to now and offer many new opportunities.

q Summarizing all measurements in the EFT framework has
just started. This is promising for pointing out new research directions.
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FCNC top decay t->qZ

Peter Hansen,  Corfu workshop, 1/9/2018

ATLAS 13 TeV, 36.1 fb-1:  arXiv:1803.09923
Uses ttbar -> (blν)(qll) topology
Extracts signal from m(llq) , m(lν) and m(lνb) 

Br(t->Zu) < 1.7 10-3 (2.4 10-3 expected)
Br(t->Zc) <  2.2 10-3 (3.3 10-3 expected)

Main sys: signal model, large non-prompt 
bkg

CMS 13 TeV, 35.9 fb-1: CMS-PAS-TOP-17-017
Includes also single top channel
Extracts signal from a BDT

Br(t->Zu) < 2.4 10-3 (1.5 10-3 expected)
Br(t->Zc) <  4.5 10-3 (3.7 10-3 expected)

Also interpretation in terms of EFT
parameters available

July 5th, 2018                                                 Alexander Grohsjean

FCNC: t→Zu/c

♦ search for Z mediated FCNC in tt decay and 

single top production at 13 TeV using 35.9 fb-1

♦ signature: 3 leptons, one Z candidate, ≥1 b-jet

● two signal regions (SR): 

2-3 jets for t→Zq decay and 1 jet for tZq production 

♦ use BDT to separate t→Zu (t→Zc) from background for tt SR (left) and single top SR (right)

♦ expected (observed) limits on branching ratios 

BR(t → Zu) < 0.024 (0.015) %

BR(t → Zc) < 0.045 (0.037) % 

CMS-PAS-TOP-17-017
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FCNC top decay t->qH

Peter Hansen,  Corfu workshop, 1/9/2018

ATLAS 13 TeV, 36.1 fb-1

JHEP 10(2017)129 H->γγ:
Br(t->Hu) < 2.5 10-3 (1.7 10-3 expected)
Br(t->Hc) <  2.2 10-3 (1.6 10-3 expected)

arXiv:1805.03483 H->VV->leptons
Br(t->Hu) < 1.9 10-3 (1.5 10-3 expected)
Br(t->Hc) <  1.6 10-3 (1.5 10-3 expected)

Main sys: signal model
large non-prompt bkg

CMS 13 TeV, 35.9 fb-1

arXiv:1712.02399
Uses H->bbbar. Fits btag distributions.

Br(t->Hu) < 4.7 10-3 (3.4 10-3 expected)
Br(t->Hc) <  4.7 10-3 (4.4 10-3 expected)

All these limits are larger than expected…

Plenty of possible improvements:
• Will have x4 more Run2 data
• Will have better tuning @ 13 TeV
• Some channels not explored yet
• EFT-style analysis just started
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Top charge asymmetry – LHC Combination 

Peter Hansen,  Corfu workshop, 1/9/2018

While the Tevatron could measure AFB in ttbar events, LHC can measure

Expected to be non-zero due to higher order interference effects.
The LHC run 1 combination can exlude many exotic models.

1

1 Introduction
With the large number of top quark pair (tt) events produced at the CERN LHC, the prop-
erties of the most massive elementary particle known to date are studied with ever increasing
accuracy. Asymmetries in the angular distributions of top quarks and antiquarks provide pow-
erful probes for physics beyond the standard model (SM). In proton-antiproton collisions at the
Tevatron, it is possible to define a forward-backward asymmetry AFB [1–3], while the same un-
derlying physical effects induce a charge asymmetry AC in proton-proton (pp) collisions at the
LHC [4, 5].

The production of tt pairs via gluon fusion is symmetric with respect to the exchange of the top
quark and antiquark. The same is true for the qq ! tt process at leading order (LO) in quantum
chromodynamics (QCD). Asymmetries in kinematic observables of top quarks and antiquarks
are introduced by higher-order effects in QCD for events produced by quark-antiquark anni-
hilation. Interference effects connect the direction of motion of the top quark to that of the
incoming quark, and the direction of motion of the top antiquark to that of the incoming anti-
quark [6]. Initial quark and antiquark momenta in the protons have different spectra, leading
to a measurable difference between the angular distributions of top quark and antiquark in
pp collisions. On average, quarks (valence and sea quarks) carry larger momentum than the
antiquarks (sea quarks), causing the rapidity distribution of top quarks to be broader than that
of top antiquarks.

In proton-proton collisions, the tt charge asymmetry is defined as

AC =
ND|y|>0 � ND|y|<0

ND|y|>0 + ND|y|<0 , (1)

using the difference of the absolute values of the rapidities y of the top quark and antiquark,
D|y| = |yt|� |yt|, as the sensitive observable. The numbers of events with D|y| taking positive
or negative values are given by ND|y|>0 and ND|y|<0, respectively.

The ATLAS [7] and CMS [8] Collaborations have measured the inclusive tt charge asymmetry
at centre-of-mass energies of 7 and 8 TeV in events with one charged lepton (lepton+jets chan-
nel) [9–13] and in events with two charged leptons (dilepton channel) in the final state [14–17],
where the leptons are either electrons or muons. The ATLAS Collaboration has also measured
the charge asymmetry in highly boosted tt events, where the asymmetry is predicted to be
amplified [18]. In addition, both collaborations have measured the charge asymmetry differen-
tially as a function of suitable kinematic variables.

Theoretical predictions from QCD calculations are available at next-to-leading-order (NLO)
from Refs. [4] and [19] and at next-to-next-to-leading-order (NNLO) [20–23] precision in the
strong coupling. These calculations include electroweak (EW) corrections at NLO precision.
The two calculations at NLO follow the same approach to evaluate the charge asymmetry but
differ in technical details. The calculation in Ref. [4] uses a LO parton distribution function
(PDF) set to evaluate the asymmetry, while the calculation in Ref. [19] uses a NLO PDF set.
The factorisation and renormalisation scales are set to the partonic centre-of-mass energy in
Ref. [4], while the calculation in Ref. [19] uses fixed scales and sets both quantities to the top
quark mass. The NNLO prediction is based on the methods described in Refs. [20, 22], de-
rived using dynamical factorisation and renormalisation scales [21] (µ = HT/4, where HT =p

m2
t + p2

T,t +
p

m2
t + p2

T,t, with mt being the top quark mass and pT,t/t being the transverse mo-
mentum of the top quark or antiquark) and a NNLO PDF set. In the NLO calculations, the ratio
in Eq. (1) is evaluated in powers of the considered couplings (strong and electroweak), taking
NLO corrections into account only in the numerator, while the denominator is evaluated with
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Figure 3: Measured inclusive charge asymmetry AC at the LHC at
p
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the SM prediction at QCD NNLO (+EW NLO) [20–22] and predictions incorporating various
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Figure 4: Charge asymmetry in six bins of the invariant mass of the tt system as measured in
the ATLAS and CMS analyses and the combined results. The last bin includes the overflow.
The gray band indicates the uncertainty in the combined result.
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QCD NLO (+ EW NLO), Phys. Rev. D 86 (2012) 034026
QCD NNLO (+ EW NLO), arXiv:1711.03945

ATLAS, lepton+jets
Eur. Phys. J. C 76 (2016) 87, 

-1= 20.3 fbintL

 0.0025± 0.0044 ±0.0090 

CMS, lepton+jets
Phys. Rev. D 93 (2016) 034014, 

-1= 19.6 fbintL

 0.0033± 0.0026 ±0.0033 

ATLAS+CMS  0.0025± 0.0023 ±0.0055 

 = 8 TeVsATLAS+CMS     

stat total

Figure 2: Summary of the single inclusive measurements and the LHC combination at
p

s =
8 TeV compared to theoretical predictions at NLO [19] and NNLO [23] precision in the strong
coupling constant (including NLO electroweak corrections). The inner bars indicate the sta-
tistical uncertainty, while the outer bars indicate the total uncertainty. The uncertainty in the
theoretical predictions is dominated by uncertainties due to scale variations.

Table 4: ATLAS and CMS charge asymmetry results at 8 TeV in six bins of mtt and the combined
values along with statistical and systematic uncertainties. In addition the predictions from
QCD calculations at NLO [19] and NNLO [23] are given.

mtt bin (GeV)
<420 420–500 500–600 600–750 750–900 >900

ATLAS AC 0.026 �0.005 0.026 0.009 �0.007 0.068
statistical uncertainty 0.025 0.017 0.018 0.023 0.042 0.037
systematic uncertainty 0.036 0.015 0.012 0.017 0.025 0.026
CMS AC �0.010 0.016 �0.013 0.023 �0.013 0.017
statistical uncertainty 0.020 0.011 0.012 0.015 0.026 0.038
systematic uncertainty 0.012 0.006 0.006 0.018 0.023 0.035
Combined AC �0.005 0.015 �0.004 0.027 �0.019 0.050
statistical uncertainty 0.017 0.009 0.009 0.012 0.022 0.027
systematic uncertainty 0.013 0.006 0.007 0.014 0.020 0.024
QCD NLO + EW NLO 0.00809 0.01117 0.01138 0.01335 0.01671 0.02100
uncertainty 0.00036 0.00053 0.00039 0.00038 0.00058 0.00025
QCD NNLO + EW NLO 0.00690 0.00950 0.01095 0.01219 0.01327 0.01286
uncertainty +0.00061 +0.00081 +0.00079 +0.00054 +0.00075 +0.00083

�0.00058 �0.00087 �0.00095 �0.00081 �0.00101 �0.00231
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the pt,had
T spectrum is reflected in the tail of the Htt̄

T distribution. Finally, the ratio of the hadronic W boson
and top-quark transverse momenta shows a mis-modelling in the range 1.5–3 for all the generators.

The di�culty in correctly predicting the data in the forward region was further investigated by study-
ing the dependence of the predictions on di↵erent PDF sets. The study was performed for the rapid-
ity observables

���yt,had
���,
���ytt̄
��� and ytt̄boost, shown in Figure 10 and comparing the data with the predictions

of MC@NLO+Herwig for more recent sets of parton distribution functions. The results exhibit a gen-
eral improvement in the description of the forward region for the most recent PDF sets (CT14nlo [75],
CJ12mid [76], MMHT2014nlo [77], NNPDF 3.0 NLO [78], METAv10LHC [79], HERAPDF 2.0 NLO
[80]). The improvement with respect to CT10nlo is also clearly shown in Table 5 which lists the �2 and
corresponding p-values for the di↵erent sets. The only exception is represented by the

���yt,had
��� distribution

using HERAPDF 2.0 NLO, for which a disagreement in the forward region is observed.
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Figure 5: Fiducial phase-space normalized di↵erential cross-sections as a function of the (a) transverse momentum
(pt,had

T ) and (b) absolute value of the rapidity (
���yt,had

���) of the hadronic top quark. The yellow bands indicate the total
uncertainty on the data in each bin. The Powheg+Pythia generator with hdamp=mt and the CT10nlo PDF is used as
the nominal prediction to correct for detector e↵ects.
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Target semi-leptonic final states
- Measure tt+γ over tt ratio 
- Normalize the number of ttbar events (including tt+γ) with a fit of the 3-jet mass

- Increase purity with photon shower shape cut 
- Extract the signal with a fit of charged-hadron isolation
- Signal template from random cone method (same η, 

random Φ)

Background template from 
cluster shape sideband

Measure prompt photon purity >50%
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Figure 13: Absolute (left) and normalized (right) differential cross sections at the particle level
as a function of pT(th) (upper) and pT(t`) (lower). The data are shown as points with light
(dark) bands indicating the statistical (statistical and systematic) uncertainties. The cross sec-
tions are compared to the predictions of POWHEG combined with PYTHIA8 (P8) or HERWIG++
(H++) and the multiparton simulations MG5 aMC@NLO (MG5)+PYTHIA8 FxFx and SHERPA.
The ratios of the various predictions to the measured cross sections are shown at the bottom of
each panel.
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Figure 14: Absolute (left) and normalized (right) differential cross sections at the particle level
as a function of |y(th)| (upper) and |y(t`)| (lower). The data are shown as points with light
(dark) bands indicating the statistical (statistical and systematic) uncertainties. The cross sec-
tions are compared to the predictions of POWHEG combined with PYTHIA8 (P8) or HERWIG++
(H++) and the multiparton simulations MG5 aMC@NLO (MG5)+PYTHIA8 FxFx and SHERPA.
The ratios of the various predictions to the measured cross sections are shown at the bottom of
each panel.
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Figure 16: Absolute (left) and normalized (right) differential cross sections at the parton level as
a function of pT(tt) (upper), |y(tt)| (middle), and M(tt) (lower). The data are shown as points
with light (dark) bands indicating the statistical (statistical and systematic) uncertainties. The
cross sections are compared to the predictions of POWHEG combined with PYTHIA8 (P8) or
HERWIG++ (H++), the multiparton simulation MG5 aMC@NLO (MG5)+PYTHIA8 FxFx, and the
NNLO QCD+NLO EW calculations. The ratios of the various predictions to the measured cross
sections are shown at the bottom of each panel.

25

) [GeV]t(t
T

p

3−10

2−10

1−10

1

10

]
-1

 [p
b 

G
eV

)t(t T
dp

σd

 (13 TeV)-135.8 fb

parton level
+jetsµe/CMS Data

 stat⊕Sys 
Stat

 P8OWHEGP
 H++OWHEGP

MG5 P8 [FxFx]

0 100 200 300 400 500 600 700 800 900 1000
) [GeV]t(t

T
p

1

1.5Da
ta

Th
eo

ry

) [GeV]t(t
T

p

5−10

4−10

3−10

2−10

]
-1

 [G
eV

)t(t T
dp

σd
 

no
rm

σ
1

 (13 TeV)-135.8 fb

parton level
+jetsµe/CMS Data

 stat⊕Sys 
Stat

 P8OWHEGP
 H++OWHEGP

MG5 P8 [FxFx]

0 100 200 300 400 500 600 700 800 900 1000
) [GeV]t(t

T
p

0.8

1

1.2

1.4Da
ta

Th
eo

ry

)|t|y(t

20
40
60
80

100
120
140
160
180
200
220
240

 [p
b]

|)t
d|

y(
tσd

 (13 TeV)-135.8 fb

parton level
+jetsµe/CMS Data

 stat⊕Sys 
Stat

 P8OWHEGP
NNLO QCD+NLO EW

 H++OWHEGP
MG5 P8 [FxFx]

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4
)|t|y(t

0.9

1

1.1

1.2

Da
ta

Th
eo

ry

)|t|y(t

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9)|t

d|
y(

tσd
 

no
rm

σ
1

 (13 TeV)-135.8 fb

parton level
+jetsµe/CMS Data

 stat⊕Sys 
Stat

 P8OWHEGP
NNLO QCD+NLO EW

 H++OWHEGP
MG5 P8 [FxFx]

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4
)|t|y(t

0.9

1

1.1

Da
ta

Th
eo

ry

) [GeV]tm(t

3−10

2−10

1−10

1

]
-1

 [p
b 

G
eV

)t
dM

(tσd

 (13 TeV)-135.8 fb

parton level
+jetsµe/CMS Data

 stat⊕Sys 
Stat

 P8OWHEGP
NNLO QCD+NLO EW

 H++OWHEGP
MG5 P8 [FxFx]

500 1000 1500 2000 2500
) [GeV]tM(t

0.6
0.8

1
1.2
1.4

Da
ta

Th
eo

ry

) [GeV]tm(t

5−10

4−10

3−10

2−10

]
-1

 [G
eV

)t
dM

(tσd
 

no
rm

σ
1

 (13 TeV)-135.8 fb

parton level
+jetsµe/CMS Data

 stat⊕Sys 
Stat

 P8OWHEGP
NNLO QCD+NLO EW

 H++OWHEGP
MG5 P8 [FxFx]

500 1000 1500 2000 2500
) [GeV]tM(t

0.6

0.8

1

1.2

Da
ta

Th
eo

ry

Figure 16: Absolute (left) and normalized (right) differential cross sections at the parton level as
a function of pT(tt) (upper), |y(tt)| (middle), and M(tt) (lower). The data are shown as points
with light (dark) bands indicating the statistical (statistical and systematic) uncertainties. The
cross sections are compared to the predictions of POWHEG combined with PYTHIA8 (P8) or
HERWIG++ (H++), the multiparton simulation MG5 aMC@NLO (MG5)+PYTHIA8 FxFx, and the
NNLO QCD+NLO EW calculations. The ratios of the various predictions to the measured cross
sections are shown at the bottom of each panel.
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Target semi-leptonic final states
- Measure tt+γ over tt ratio 
- Normalize the number of ttbar events (including tt+γ) with a fit of the 3-jet mass

- Increase purity with photon shower shape cut 
- Extract the signal with a fit of charged-hadron isolation
- Signal template from random cone method (same η, 

random Φ)

Background template from 
cluster shape sideband

Measure prompt photon purity >50%

pT (top in tt rest frame)

CMS dilepton, 13 TeV, 35.8 fb-1

CMS-PAS-TOP-17-014

6. Results 21

t
y

2− 1− 0 1 2

p
b

 t
d

yσd

50

100

150

200

250

 (13 TeV)-135.9 fbCMS PreliminaryPreliminary

Dilepton: parton

Data

Powheg v2+Pythia8

Powheg v2+Herwig++

MG5_aMC@NLO+Pythia8 [FxFx]

t
y

2− 1− 0 1 2

D
a
ta

T
h
e
o
ry

0.9

1

1.1

1.2  Syst.⊕Stat. 
Stat.

t
y

2− 1− 0 1 2

t
d

yσd  
σ1

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4
 (13 TeV)-135.9 fbCMS PreliminaryPreliminary

Dilepton: parton

Data

Powheg v2+Pythia8

Powheg v2+Herwig++

MG5_aMC@NLO+Pythia8 [FxFx]

t
y

2− 1− 0 1 2

D
a
ta

T
h
e
o
ry

0.9

1

1.1

1.2  Syst.⊕Stat. 
Stat.

t
y

2− 1− 0 1 2

p
b

 t
d

yσd

0.5

1

1.5

2

2.5

3

3.5

4

4.5

 (13 TeV)-135.9 fbCMS PreliminaryPreliminary

Dilepton: particle

Data

Powheg v2+Pythia8

Powheg v2+Herwig++

MG5_aMC@NLO+Pythia8 [FxFx]

t
y

2− 1− 0 1 2

D
a
ta

T
h
e
o
ry

0.9

1

1.1

1.2  Syst.⊕Stat. 
Stat.

t
y

2− 1− 0 1 2

t
d

yσd  
σ1

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4
 (13 TeV)-135.9 fbCMS PreliminaryPreliminaryPreliminaryPreliminaryPreliminaryPreliminaryPreliminaryPreliminaryPreliminaryPreliminary

Dilepton: particle

Data

Powheg v2+Pythia8

Powheg v2+Herwig++

MG5_aMC@NLO+Pythia8 [FxFx]

t
y

2− 1− 0 1 2

D
a
ta

T
h
e
o
ry

0.9

1

1.1

1.2  Syst.⊕Stat. 
Stat.

Figure 11: The differential tt̄ production cross sections as a function of yt are shown. The left
and right columns correspond to absolute and normalised measurements, respectively. The
upper row corresponds to measurements at parton level in the full phase space and the lower
row to particle level in a fiducial phase space. The lower panel in each plot shows the ratio of
the theoretical prediction to the data.
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Figure 10: The differential tt̄ production cross sections as a function of pt̄
T(tt̄ r.f.) are shown. The

left and right columns correspond to absolute and normalised measurements, respectively. The
upper row corresponds to measurements at parton level in the full phase space and the lower
row to particle level in a fiducial phase space. The lower panel in each plot shows the ratio of
the theoretical prediction to the data.
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Figure 35: The differential tt̄ production cross sections as a function of mll̄ in a fiducial phase
space at particle level are shown. The left and right plots correspond to absolute and nor-
malised measurements, respectively. The lower panel in each plot shows the ratio of the theo-
retical prediction to the data.
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Figure 36: The differential tt̄ production cross sections as a function of Df(l,l̄) in a fiducial
phase space at particle level are shown. The left and right plots correspond to absolute and
normalised measurements, respectively. The lower panel in each plot shows the ratio of the
theoretical prediction to the data.
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Figure 35: The differential tt̄ production cross sections as a function of mll̄ in a fiducial phase
space at particle level are shown. The left and right plots correspond to absolute and nor-
malised measurements, respectively. The lower panel in each plot shows the ratio of the theo-
retical prediction to the data.
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Figure 36: The differential tt̄ production cross sections as a function of Df(l,l̄) in a fiducial
phase space at particle level are shown. The left and right plots correspond to absolute and
normalised measurements, respectively. The lower panel in each plot shows the ratio of the
theoretical prediction to the data.
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Differential ttbar cross-sections @ 13 TeV - errors

Peter Hansen,  Corfu workshop, 1/9/2018
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PRD 97 (2018)) 112003 
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Figure 6: Relative uncertainties in the normalized di↵erential cross-sections as a function of the leading top-quark
jet transverse momentum and rapidity at particle level and parton level. The light and dark blue areas represent
the total and statistical uncertainty, respectively. The Powheg+Pythia8 event generator is used as the nominal
prediction to correct for detector e↵ects.

A covariance matrix is constructed for each di↵erential cross-section to include the e↵ect of all uncer-
tainties to allow quantitative comparisons with theoretical predictions. This covariance matrix is derived
by summing two covariance matrices following the same approach used in Refs. [10, 14].

The first covariance matrix incorporates statistical uncertainties and systematic uncertainties from de-
tector e↵ects and background estimation by using pseudoexperiments to convolve the sources. In each
pseudoexperiment, the detector-level data distribution is varied following a Poisson distribution. For
each systematic uncertainty e↵ect, Gaussian-distributed shifts are coherently included by scaling each
Poisson-fluctuated bin content with its expected relative variation from the associated systematic un-
certainty. Di↵erential cross-sections are obtained by unfolding the varied distribution with the nominal
corrections, and the distribution of the resulting changes in the unfolded distributions are used to compute
this first covariance matrix.

The second covariance matrix is obtained by summing four separate covariance matrices corresponding
to the e↵ects of the tt̄ event generator, parton shower and hadronization, ISR/FSR and PDF uncertainties.
The bin-to-bin correlation values are set to unity for all these matrices.

The comparison between the measured di↵erential cross-sections and a variety of MC predictions is
quantified by calculating �2 values employing the covariance matrix and by calculating the corresponding
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Figure 10: Relative uncertainties due to the individual sources in the absolute (upper) and
normalized (lower) measurement of pT(th) at the parton level (left) and particle level (right).
Sources whose impact never exceeds 1% are summarized in the category “Others”. The combi-
nation of the individual sources of jet energy uncertainty is labeled “Jet energy”. The combined
uncertainty is the sum in quadrature of the statistical and all the systematic uncertainties.
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dσ/dΔφll and EFT 

CMS uses Δφ(l+l-) to constrain a chromomagnetic dipole EFT 
operator OtG (see 1503.08841) which modifies the top-gluon interaction.

Peter Hansen,  Corfu workshop, 1/9/2018
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ttbar+W/Z  - limits on EFG operators 

Peter Hansen,  Corfu workshop, 1/9/2018

CMS 2l(SS)+jets, multi-l+jets 13 TeV, 35.9 fb-1: 
arXiv:1711.02547
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Table 7: Expected 68% and 95% CL intervals for selected Wilson coefficients.

Wilson coefficient 68% CL [TeV�2] 95% CL [TeV�2]
c̄uW/L2 [�1.6, 1.5] [�2.2, 2.2]
|c̄H/L2 � 16.8 TeV�2

| [3.7, 23.4] [0, 28.7]
ec3G/L2 [�0.5, 0.5] [�0.7, 0.7]
c̄3G/L2 [�0.3, 0.7] [�0.5, 0.9]
c̄uG/L2 [�0.9,�0.8] and [�0.3, 0.2] [�1.1, 0.3]
|c̄uB/L2| [0, 1.5] [0, 2.1]
c̄Hu/L2 [�9.2,�6.5] and [�1.6, 1.1] [�10.1, 2.0]
c̄2G/L2 [�0.7, 0.4] [�0.9, 0.6]

processes for Wilson coefficient values to which our measurement is sensitive. To accomplish
this, we require that the cross section for each of tt, WW, ZZ, WZ, and inclusive Higgs boson
production is not modified by more than 70% within our expected 95% CL interval. Finally,
we do not include any operators that produce a significant effect on background yields (as
described in Section 5) other than ttH, as these can be studied more effectively in other signal
regions.

Eight operators satisfy the above requirements, and constraints on their Wilson coefficients,
c̄uW, c̄H, ec3G, c̄3G, c̄uG, c̄uB, c̄Hu, and c̄2G are reported here. Feynman diagrams representing
the largest LO contributions for the process with the most significant NP effects due to each
operator are shown in Fig. 13.

The expected CL intervals for the selected Wilson coefficients are summarized in Table 7. Ob-
served best fit values and CL intervals are summarized in Table 8. For three representative
operators, the calculated signal strengths rttZ(ci), rttW(ci), and rttH(ci) are shown in the left
panels of Fig. 14. The profile likelihood scan is presented in the center panels. In the right
panels, results are shown in the sttZ versus sttW plane. The 68% and 95% contours are obtained
by sampling randomly from the fitted covariance matrix and extracting the contours which
enclose 68.27% and 95.45% of the samples. We remove any assumptions about the energy scale
of the NP made in Ref. [52] and report the ratio ci/L2. In cases where sSM+NP(ci) has the same
minimum for all three processes, the profile likelihood is symmetric around this point, and
we present results for |ci � ci,min| to make this symmetry explicit. Corresponding plots for the
remaining five operators are available in the supplementary material.

Table 8: Observed best fit values for selected Wilson coefficients determined from this ttW
and ttZ measurement, along with corresponding 68% and 95% CL intervals. In some cases the
profile likelihood shows another local minimum that cannot be excluded; the number reported
here is the global minimum.

Wilson coefficient Best fit [TeV�2] 68% CL [TeV�2] 95% CL [TeV�2]
c̄uW/L2 1.7 [�2.4,�0.5] and [0.4, 2.4] [�2.9, 2.9]
|c̄H/L2 � 16.8 TeV�2

| 15.6 [0, 23.0] [0, 28.5]
|ec3G/L2| 0.5 [0, 0.7] [0, 0.9]
c̄3G/L2 �0.4 [�0.6, 0.1] and [0.4, 0.7] [�0.7, 1.0]
c̄uG/L2 0.2 [0, 0.3] [�1.0,�0.9] and [�0.3, 0.4]
|c̄uB/L2| 1.6 [0, 2.2] [0, 2.7]
c̄Hu/L2 �9.3 [�10.3,�8.0] and [0, 2.1] [�11.1,�6.5] and [�1.6, 3.0]
c̄2G/L2 0.4 [�0.9,�0.3] and [�0.1, 0.6] [�1.1, 0.8]
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Figure 12: Result of the simultaneous fit for ttW and ttZ cross sections (denoted as star), along
with its 68 and 95% CL contours are shown on the left panel. The right panel presents the
individual measured cross sections along with the 68 and 95% CL intervals and the theory
prediction [1] with their respective uncertainties for ttW and ttZ.

8 Effective field theory interpretation
Within the framework of effective field theory, cross section measurements can be used to
search for NP in a model-independent way at energy scales that are not yet experimentally
accessible. Using this approach, the SM Lagrangian is extended with higher-order operators
that correspond to combinations of SM fields. The extended Lagrangian is a series expansion
in the inverse of the energy scale of the NP, 1/L [50], hence operators are suppressed as long
as L is large compared with the experimentally-accessible energy.

The effective Lagrangian is (ignoring the single dimension-five operator, which violates lepton
number conservation [50])

Leff = LSM +
1

L2 Â
i

ciOi + · · · , (1)

where LSM is the dimension-four SM Lagrangian, Oi are dimension-six operators, and the el-
lipsis symbol represents higher-dimension operators. The dimensionless Wilson coefficients ci

parameterize the strength of the NP interaction.

Assuming baryon and lepton number conservation, there are fifty-nine independent dimension-
six operators [51]. Thirty-nine of these operators were chosen for study in Ref. [52] because they
include at least one Higgs field; the four-fermion operators were omitted. Constraints on the
Wilson coefficients of some dimension-six operators have been reported in Refs. [2, 6, 53–59].

To investigate the effects of NP on any given process, it is necessary to calculate the expected
cross section as a function of the Wilson coefficients. The matrix element can be written as the
sum of SM and NP components:

M = M0 + Â
i

ciMi. (2)

In this work, we consider one operator at a time. The cross section is proportional to the square
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Table 5: Measured fiducial cross-section results for additional b-jet production in the eµ and the lepton + jets decay
channels.

Channel analysis measured cross-section [fb]

lepton + jets �tt+�1b 2450± 40 (stat)± 690 (syst)
lepton + jets �tt+�2b 359± 11 (stat)± 61 (syst)

eµ �tt+�1b 181± 5 (stat)± 24 (syst)
eµ �tt+�2b 27± 3 (stat)± 7 (syst)

Table 6: Main systematic uncertainties in percentage for particle-level measurement of inclusive cross-sections in
� 3 b and � 4 b phase space.

Source Fiducial cross-section phase space
eµ lepton + jets

� 3b � 4b � 5 j, � 3b � 6 j, � 4b

unc. (%) unc. (%) unc. (%) unc. (%)

Data statistics 2.7 9.0 1.7 3.0

Luminosity 2.1 2.1 2.3 2.3
Jet 2.6 4.3 3.6 7.2
b-tagging 4.5 5.2 17 8.6
Lepton 0.9 0.8 0.8 0.9
Pileup 2.1 3.5 1.6 1.3
tt̄c fit variation 5.9 11 - -
Non-tt̄ bkg 0.8 2.0 1.7 1.8

Detector+background total syst. 8.5 14 18 12

Parton shower 9.0 6.5 12 6.3
Generator 0.2 18 16 8.7
ISR/FSR 4.0 3.9 6.2 2.9
PDF 0.6 0.4 0.3 0.1
tt̄V/tt̄H 0.7 1.4 2.2 0.3
MC sample statistics 1.8 5.3 1.2 4.3

tt̄ modelling total syst. 10 20 21 12

Total syst. 13 24 28 17
Total 13 26 28 17

where V
�1 is the inverse of the covariance matrix V , calculated for each variable including all statistical

and systematic uncertainties and Sb�1 is a vector of the di�erences between the measured and predicted
cross-sections being tested. The resulting value of the �2 calculation is converted into a p-value using the
number of degrees of freedom for each variable, which is the number of bins in the case of the absolute
di�erential cross-sections and the number of bins minus one in the case of the normalised di�erential
cross-sections to reflect the normalisation constraint.
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Figure 7: The relative di�erential cross-section as a function of the b-jet multiplicity in events with at least two b-jets
in the eµ channel compared to various MC generators. Three ratio panels are shown, the first two of which show
the ratios of various predictions to data. The third panel shows the ratio of predictions of normalised di�erential
cross-sections from M��G����5_aMC@NLO+P����� 8 including (numerator) and not including (denominator)
the contributions from tt̄V and tt̄H production. Uncertainty bands represent the statistical and total systematic
uncertainties as described in Section 8.

Table 7: Values of �2 per degree of freedom and p-values between the unfolded normalised cross-section and the
predictions for b-jet multiplicity measurements in the eµ channel. The number of degrees of freedom is equal to the
number of bins minus one. Data and predictions with Nb-jets � 3 are normalised before calculating �2 per degree
of freedom and p-values as tt̄ production without additional b-jets are not included in the tt̄bb̄ predictions.

Generators Nb-jets : [2, 3, � 4b] Nb-jets : [3, � 4b]
�2 / NDF p-value �2 / NDF p-value

eµ channel

P�����+P����� 8 22.4 / 2 < 0.01 0.03 / 1 0.85
M��G����5_aMC@NLO+P����� 8 17.9 / 2 < 0.01 < 0.01 / 1 0.97
S����� 2.2 tt̄ 1.89 / 2 0.39 0.19 / 1 0.67
S����� 2.2 tt̄bb̄ (4FS) - - 0.19 / 1 0.67
P��H��+P����� 8 tt̄bb̄ (5FS) - - 13.6 / 1 < 0.01
P��H��+P����� 8 tt̄bb̄ (4FS) - - 2.10 / 1 0.15
P�����+H����� 7 46.0 / 2 < 0.01 0.48 / 1 0.49
P�����+P����� 8 tt̄bb̄ (4FS) - - 0.12 / 1 0.73
P�����+P����� 8 (RadHi) 12.3 / 2 < 0.01 0.01 / 1 0.91
P�����+P����� 8 (RadLo) 32.4 / 2 < 0.01 0.08 / 1 0.78
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Uncertainties Number of b-jets. Data vs MC.
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Uncertainties PDF’s vs Rmeas

7. Results 15
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Figure 7: Estimated relative contributions of the listed uncertainty sources in % to the total
uncertainties of the measured cross sections for top quark production and top antiquark pro-
duction, and of the cross section ratio Rt-ch.. For the externalized signal modeling uncertainties,
the values correspond to their relative uncertainties (first four entries). The other values are
obtained by performing the fit again for each uncertainty source, with the corresponding nui-
sance parameter fixed to its optimal fit value and by calculating the resulting relative change
in the cross sections, or cross section ratio, to the nominal ones.
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Figure 8: Comparison of the measured Rt-ch. (dotted line) with the prediction from different
PDF sets: NNPDF3.0 NLO[17], NNPDF3.1 NNLO [56], CT14 NLO [57], ABMP16 NNLO [58],
MMHT2014 NLO [59], HERAPDF2.0 NLO [60]. The POWHEG 4FS calculation is used with a
nominal value for the top quark mass of 172.5 GeV. The uncertainty bars for the different PDF
sets include the statistical uncertainty, the uncertainty due to the factorization and renormal-
ization scales, derived by varying both of them by a factor 0.5 and 2, and the uncertainty in
the top quark mass, derived by varying the top quark mass between 171.5 and 173.5 GeV. For
the measurement, the inner and outer uncertainty bars correspond to the statistical and total
uncertainty, respectively.

8 Summary
A measurement of the ratio of the cross sections for the t-channel single top quark and sin-
gle top antiquark production has been presented. The analysis uses events with one muon
or electron and multiple jets in the final state to measure the cross sections for the production
of single top quarks and of single top antiquarks, along with the ratio of the two processes.
The measured ratio of the cross sections of the two processes of Rt-ch. = 1.65 ± 0.05 is com-
pared to recent predictions using different parton distribution functions (PDFs) to describe
the inner structure of the proton. Good agreement with most PDF sets is found within the
uncertainties of the measurement. The measured cross sections are st-ch.,t = 136.3 ± 20.0 pb
for the production of single top quarks, st-ch.,t̄ = 82.7 ± 13.1 pb for the production of single
top antiquarks, and st-ch.,t+t̄ = 219.0 ± 33.1 pb for the total cross section. The latter result
is used to calculate the absolute value of the Cabibbo–Kobayashi–Maskawa matrix element
|fLVVtb| = 1.00 ± 0.05 (exp) ± 0.02 (theo). All results are, within the reported uncertainties, in
agreement with recent standard model predictions. With the increased data set used in this
analysis, the statistical uncertainty plays only a minor role for the achieved precision of the
measurement, which is limited by the systematic uncertainties in the modeling of the signal
process. Deeper understanding of these effects and improved procedures to estimate the un-
certainty are therefore crucial to further decrease the systematic uncertainty. Because of the
cancellation of systematic effects when measuring the ratio of cross sections, the precision of
the measurement of Rt-ch. reported in this article is, however, significantly improved with re-
spect to the results of previous measurements. The total uncertainty in the measured Rt-ch. is
now only about two times the size of the uncertainty in the predictions from theory and the

CMS-PAS-TOP-17-011
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Top spin: angle between

lepton and q’ in top frame

W spin: Lepton angles in W rest frame

the direction of motion of the spectator quark [3, 8]. This direction is used to define the top-quark spin
axis in this measurement. The corresponding degrees of polarisation calculated at NLO in QCD are 0.91
and �0.86 for top-quark and top-antiquark production, respectively [3].

In the framework of a general formalism developed in Ref. [4], the spin-density matrix elements for the W-
boson helicity components 0, ±1, resulting from the decay of polarised top-quarks, can be parameterised
in terms of expectation values of six independent spin observables: hS 1,2,3i, hT0i and hA1,2i. With (✓⇤` , �

⇤
`)

denoting the polar and azimuthal angles of the charged-lepton momentum in the W-boson rest frame, the
fully di↵erential decay width of a W boson can be written as

1
�

d�
d(cos ✓⇤`)d�

⇤
`

=
3

8⇡

(
2
3
+

1p
6
hT0i
⇣
3 cos2 ✓⇤` � 1

⌘
+ hS 3i cos ✓⇤`

+ hS 1i cos �⇤` sin ✓⇤` + hS 2i sin �⇤` sin ✓⇤`

� hA1i cos �⇤` sin 2✓⇤` � hA2i sin �⇤` sin 2✓⇤`

)
. (3)

In this formalism the W-boson spin axis is taken along the direction of the W-boson momentum in the
top-quark rest frame, or equivalently along the direction opposite to the b-quark momentum in the W-
boson rest frame. The coordinate system used and the various angles defined for the charged lepton in the
W-boson rest frame are depicted in Figure 2.

The angular distribution expressed in Equation (3) implies an integration over all the possible directions
of the top-quark spin relative to the W-boson spin axis. The top-quark polarisation is propagated to the
spin observables hS 1,2i and hA1,2i, which depend in a proportional way on the value of P. The spin
observables hS 3i and hT0i do not depend on P, and are related to the W-boson helicity fractions FR, FL
and F0 [4].

From the values of the helicity fractions predicted by the Standard Model at next-to-next-to-leading order
(NNLO) in QCD assuming a top-quark mass of 172.5 GeV and a b-quark mass of 4.8 GeV [9], one obtains
hS 3i= �0.31 and hT0i= �0.43. The uncertainties in these predictions due to the theoretical uncertainties
in the helicity fractions are lower than 0.01 for both hS 3i and hT0i. Combining the predicted degrees of
polarisation Pt = 0.91 and Pt̄ = �0.86 with the t-channel single-top cross-sections �t = 54.9 pb and �t̄ =

29.7 pb calculated at NLO in QCD for top-quark and top-antiquark production [10], the Standard Model
predictions for hS 1,2i and hA1,2i are: hS 1i= 0.46, hA1i= 0.23 and hS 2i= hA2i= 0. These values are
calculated at leading order (LO) in QCD from the expressions of the spin-density matrix elements given
in Refs. [4, 5]. The uncertainties in these predictions resulting from the uncertainties in the top-quark,
b-quark and W-boson masses, and from higher-order e↵ects [11], are all smaller than 0.01. Measured
values not equal to zero for the hS 2i and hA2i spin observables would signal the presence of an imaginary
coupling in the Wtb vertex, since hS 2i and hA2i are only sensitive to Im gR [4].1 However, hS 2i is twice
as sensitive as hA2i to Im gR, making this observable more suitable for determining this coupling. The
other four W-boson spin observables are mainly sensitive to Re gR, with a poor sensitivity to Im gR [4,
5].

The top-quark polarisation and the W-boson spin observables can be extracted from asymmetries derived
by integrating the angular distributions expressed in Equations (2) and (3). These asymmetries are based

1 Including one-loop QCD and electroweak corrections the prediction for gR in the Standard Model is (�7.17�1.23i)⇥10�3 [12],
leading to values of the order of 10�3 for the hS 2i and hA2i spin observables.
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Figure 9: Summary of the measured asymmetries and comparison with the Standard Model predictions.
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Figure 10: Summary of the measured values of the W-boson spin observables and comparison with the Standard
Model predictions.

it is possible to determine the allowed region for Im gR from the measured values of AN
FB and A`FB. The

limit setting is based on the computation of the �2 test statistic using the covariance matrix associated
with the AN

FB and A`FB measurements. An overall correlation coe�cient of �0.05 is found.

Assuming VL = 1 and that all anomalous couplings other than Im gR vanish (VR = gL = 0 and Re gR = 0),
the limits set at the 95% confidence level are Im gR 2 [�0.18, 0.06]. The measured interval of allowed
values slightly improves on the limits set at 7 TeV by the ATLAS Collaboration from the measurement of
double-di↵erential angular decay rates [6].
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Figure 7: The normalised differential cross section as a function of unfolded cos q⇤µ for top
quark and antiquark combined, compared to the predictions from POWHEG, aMC@NLO, and
COMPHEP. The inner (outer) bars represent the statistical (total) uncertainties.

The asymmetry observed in data is smaller than the prediction. Separate results from exclusive
top quark or antiquark events are compatible within the uncertainties. This difference cannot
be explained by any single source of systematic uncertainty considered in this analysis.
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Colour reconnection 
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ATLAS 1805.02935, 13 TeV, 36.1 fb-1,  l+jets.
ATLAS used the jet pull vector to test  CR models.
Jet pull angle poorly modelled by PY8 (HW7 and PY6 fits better).
An exotic colour flow model (octet W) is disfavoured.

Top Quark Properties 
Measurements with ATLAS

Reinhild Yvonne Peters
The University of Manchester

on behalf of the ATLAS Collaboration

06.07.2018 Yvonne Peters 9

Results for W daughters

 Correction to stable particle-level (iterative Bayesian unfolding)

 Colour-flipped model disfavoured by the data 
(for this distribution 2/NDF: 45.3/3; SM Powheg+Pythia8: 17.1/3)

 MC modeling has room for improvement
arXiv:1805.02935

06.07.2018 Yvonne Peters

Color Flow Observable

Construct a local observable, constructed from particles within a 
chosen jet cone: Jet pull

 Pick a pair of jets in the event

 Build vectorial sum of jet 
components:

   : position of jet component 

i relative to center of jet

 p
T

i: transverse momentum of 

component i  

 p
T

Jet: transverse momentum of jet

p=∑
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pT
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pT
jet
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Gallicchio, Schwartz, 

PRL 105, 022001 (2010)

7

Tuning of colour reconnection models using underlying event

[CMS-PAS-TOP-17-007]

Measurements of underlying event are used to constrain colour
reconnection (CR) and multiple parton interaction models

Introduces two new CR tunes based on models:

(1) “QCD-inspired”: string formation beyond leading color
(2) “gluon-move”: allows gluons to be moved to another string

! Important for evaluating systematic uncertainties in top quark
measurements relative to CR, e.g. for top quark mass

Parameters CUETP8M2T4 QCD inspired gluon move
MultipartonInteractions:pT0Ref 2.20 2.17 2.30
MultipartonInteractions:expPow 1.60 1.31 1.35
MultipartonInteractions:ecmRef 7000 7000⇤ 7000⇤

MultipartonInteractions:ecmPow 0.25 0.25⇤ 0.25⇤

ColourReconnection:range 6.59 - -
ColourReconnection:junctionCorrection - 0.12 (1.20) -

ColourReconnection:timeDilationPar - 15.9 (0.18) -
ColourReconnection:m0 - 1.2 (0.3) -

ColourReconnection:m2lambda - - 1.9 (1.0)
ColourReconnection:fracGluon - - 1.0⇤ (1.0)

ColourReconnection:dLambdaCut - - 0.0⇤ (0.0)
PDF set NNPDF30 LO [JHEP 04 (2015)] NNPDF30 LO NNPDF30 LO

SpaceShower:alphaSvalue 0.1108⇤ 0.1108⇤ 0.1108⇤

Goodness of fit/dof 1.89 [CMS-PAS-TOP-16-021] 1.06 1.69
⇤ = value kept fixed in the fit

(see Nataliia Kovalchuk’s talk 7 July 17:30)

+
+
+

+

+
+
+
++
+ + + + + + + +

Data
Pythia v8.226 CUETP8M2T4
Pythia v8.226 QCD inspired+
Pythia v8.226 gluon move

0

0.2

0.4

0.6

0.8

1

CMS Preliminary Supplementary 281 nb�1 (13 TeV)

(1
/
N
ev
en

ts
)
d
N
ch
/
dh

df

+

+
++
++++++ + + + + + +

+

5 10 15 20
0.50.6
0.70.8
0.9
1.0
1.1
1.2
1.3
1.4

pmax
T [GeV]

M
C
/
D
at
a

“TransMIN” region

O. Zenaiev Top modelling and tuning in CMS 7 / 12

CMS-PAS-TOP-16-021 suppl, 13 TeV, 281 nb-1, Minimum Bias
CMS tested two alternative CR schemes (”QCD inspired”
and ”gluon move”) in a low pT ”jet-less” region.
In the mtop measurement they contribute about
300 MeV uncertainty. 

H → γγ sensitivity studies using RooStats

H → γγ W.G. meeting
H → γγ W.G. meeting
Nicolas Chanon, ETH
Grégory Schott, KIT

Hugues Brun, Suzanne Gascon-Shotkin, Morgan Lethuillier, IPNL

ETH Zürich

11/02/2011

Nicolas Chanon H → γγ sensitivity studies using RooStats 1 / 7

tt+γ
JHEP 10 (2017) 006

N. Chanon - Rare top quark processes at CMS - ICHEP2018 -  5

Target semi-leptonic final states
- Measure tt+γ over tt ratio 
- Normalize the number of ttbar events (including tt+γ) with a fit of the 3-jet mass

- Increase purity with photon shower shape cut 
- Extract the signal with a fit of charged-hadron isolation
- Signal template from random cone method (same η, 

random Φ)

Background template from 
cluster shape sideband

Measure prompt photon purity >50%
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Direct top mass – All-jets
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Source of uncertainty �mtop [GeV]
Monte Carlo generator 0.18 ± 0.21
Hadronisation modelling 0.64 ± 0.15
Parton distribution functions 0.04 ± 0.00
Initial/final-state radiation 0.10 ± 0.28
Underlying event 0.13 ± 0.16
Colour reconnection 0.12 ± 0.16
Bias in template method 0.06
Signal and bkgd parameterisation 0.09
Non all-hadronic tt̄ contribution 0.06
ABCD method vs. ABCDEF method 0.16
Trigger e�ciency 0.08 ± 0.01
Lepton/Emiss

T calibration 0.02 ± 0.01
Overall flavour-tagging 0.10 ± 0.00
Jet energy scale (JES) 0.60 ± 0.05
b-jet energy scale (bJES) 0.34 ± 0.02
Jet energy resolution 0.10 ± 0.04
Jet vertex fraction 0.03 ± 0.01
Total systematic uncertainty 1.01
Total statistical uncertainty 0.55
Total uncertainty 1.15

Table 3: Summary of all sources of statistical and systematic uncertainties in the measured values of the top-quark
mass. Totals are evaluated by means of a sum in quadrature and assuming that all contributions are uncorrelated. The
uncertainties are subdivided into three categories: theory and modelling uncertainties, method-related uncertainties,
and calibration- or detector-related uncertainties, as described in the text. Adjacent to each of the quoted systematic
variations in mtop is its associated statistical uncertainty. The ABCDEF method is further described in Section 9.2
and in Ref. [17]. The quoted statistical uncertainty is corrected for the correlation between the two R3/2 measurements
of each event.

9.1 Theory and modelling uncertainties

Monte Carlo generator: In order to assess the impact on the mtop measurement due to the choice of MC
generator, the results of pseudo experiments using two di�erent AFII simulated samples are compared: one
sample produced using POWHEG-BOX as the MC generator and a second sample using MC@NLO [47].
Both samples use H����� 6.520.2 [48] with the AUET2 tune to model the parton shower, hadronisation
and underlying event, in contrast with the nominal signal MC where P����� 6.427 is used. The absolute
di�erence of 0.18 GeV between the resulting average mtop parameter returned from the fits is accounted
for as the uncertainty.

Hadronisation modelling: To quantify the expected change in the measured mtop value due to a di�erent
choice of hadronisation model, pseudo experiments are performed for two independent MC samples both
employing POWHEG-BOX AFII simulation to generate the all-hadronic tt̄ events but di�ering in their
choice of hadronisation model. In the first case, P����� 6.427 [28] is used to model the parton shower,
hadronisation and underlying event with the P������ 2012 tunes [29], while in the second case, H�����
6.520.2 with the AUET2 tune [48] is used. The absolute di�erence of 0.64 GeV between the average mtop

13

5. Systematic uncertainties 7

Table 1: List of systematic uncertainties for the all-jets channel. The signs of the shifts corre-
spond to the +1 standard deviation variation of the systematic uncertainty source. For linear
sums of uncertainty groups, the relative signs have been considered.

2D 1D hybrid
dm

2D
t dJSF2D dm

1D
t dm

hyb
t dJSFhyb

[GeV] [%] [GeV] [GeV] [%]
Experimental uncertainties
Method calibration 0.06 0.2 0.06 0.06 0.2
JEC (quad. sum) 0.18 0.3 0.73 0.15 0.2
- Intercalibration �0.04 �0.1 +0.12 �0.04 �0.1
- MPFInSitu �0.03 �0.0 +0.22 +0.08 +0.1
- Uncorrelated �0.17 �0.3 +0.69 +0.12 +0.2
Jet energy resolution �0.12 +0.4 +0.18 �0.03 +0.3
b tagging 0.02 0.0 0.01 0.02 0.0
Pileup �0.06 +0.1 +0.00 �0.04 +0.1
Background 0.10 0.1 0.03 0.07 0.1
Trigger +0.04 �0.1 �0.04 +0.02 �0.1
Modeling of hadronization
JEC Flavor (linear sum) �0.35 +0.1 �0.31 �0.34 +0.0
- light quarks (uds) +0.10 �0.1 �0.01 +0.07 �0.1
- charm +0.03 �0.0 �0.01 +0.02 �0.0
- bottom �0.29 �0.0 �0.29 �0.29 �0.0
- gluon �0.19 +0.2 +0.03 �0.13 +0.2
b jet modeling (quad. sum) 0.09 0.0 0.09 0.09 0.0
- b frag. Bowler-Lund �0.07 +0.0 �0.07 �0.07 +0.0
- b frag. Peterson �0.05 +0.0 �0.04 �0.05 +0.0
- semi-leptonic B decays �0.03 �0.0 �0.03 �0.03 �0.0
Modeling of perturbative QCD
PDF 0.01 0.0 0.01 0.01 0.0
Ren. and fact. scale 0.05 0.0 0.04 0.04 0.0
ME/PS matching +0.32± 0.20 �0.3 �0.05± 0.14 +0.24± 0.18 �0.2
ME generator +0.29± 0.34 +0.1 +0.36± 0.24 +0.31± 0.30 +0.1
ISR PS scale +0.17± 0.17 �0.2 +0.13± 0.12 +0.12± 0.14 �0.1
FSR PS scale +0.22± 0.12 �0.2 +0.11± 0.08 +0.18± 0.11 �0.1
Top quark pT +0.03 �0.0 +0.02 +0.03 �0.0
Modeling of soft QCD
Underlying event +0.16± 0.19 �0.3 �0.07± 0.14 +0.10± 0.17 �0.2
Early resonance decays +0.02± 0.28 +0.4 +0.38± 0.19 +0.13± 0.24 +0.3
CR modeling (max. shift) +0.41± 0.29 �0.4 �0.43± 0.20 �0.36± 0.25 �0.3
- “gluon move” (ERD on) +0.41± 0.29 �0.4 +0.10± 0.20 +0.32± 0.25 �0.3
- “QCD inspired” (ERD on) �0.32± 0.29 �0.1 �0.43± 0.20 �0.36± 0.25 �0.1
Total systematic 0.88 1.0 1.10 0.76 0.7
Statistical (expected) 0.21 0.2 0.16 0.20 0.1
Total (expected) 0.91 1.0 1.11 0.79 0.7

JEC Flavor: The difference of the Lund string fragmentation and the cluster fragmentation is
evaluated comparing PYTHIA 6.4 [29] and HERWIG++ 2.4 [30]. The jet energy response is
compared separately for each jet flavor [27]. Uncertainties for jets from different quark
flavors and gluons are added linearly, allowing to take into account possible differences

ATLAS:arXiv:1702.07546, 8 TeV, 20.2 fb-1

CMS-PAS-TOP-17-008,

13 TeV 35.9 fb-1
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Direct top mass – l+jets

Peter Hansen,  Corfu workshop, 1/9/2018

ATLAS-CONF-2017-071, 8 TeV, 20.2 fb-1

CMS arXiv:1805.01428,
13 TeV 35.9 fb-1

p
s = 7 TeV

p
s = 8 TeV Correlations

m
dil
top [GeV] m

l+jets
top [GeV] m

dil
top [GeV] m

l+jets
top [GeV] ⇢03 ⇢13 ⇢23

Results 173.79 172.33 172.99 172.08
Statistics 0.54 0.75 0.41 0.39 0 0 0
– Stat. comp. (mtop) 0.23 0.11
– Stat. comp. (JSF) 0.25 0.11
– Stat. comp. (bJSF) 0.67 0.35

Method 0.09 ± 0.07 0.11 ± 0.10 0.05 ± 0.07 0.13 ± 0.11 0 0 0
Signal Monte Carlo generator 0.26 ± 0.16 0.22 ± 0.21 0.09 ± 0.15 0.16 ± 0.17 +1.00 +1.00 +1.00
Hadronisation 0.53 ± 0.09 0.18 ± 0.12 0.22 ± 0.09 0.15 ± 0.10 �1.00 �1.00 �1.00
Initial- and final-state QCD radiation 0.47 ± 0.05 0.32 ± 0.06 0.23 ± 0.07 0.08 ± 0.11 +1.00 �1.00 +1.00
Underlying event 0.05 ± 0.05 0.15 ± 0.07 0.10 ± 0.14 0.08 ± 0.15 +1.00 �1.00 +1.00
Colour reconnection 0.14 ± 0.05 0.11 ± 0.07 0.03 ± 0.14 0.19 ± 0.15 �1.00 +1.00 �1.00
Parton distribution function 0.11 ± 0.00 0.25 ± 0.00 0.05 ± 0.00 0.09 ± 0.00 +0.72 +0.72 �0.48
Background normalisation 0.04 ± 0.00 0.10 ± 0.00 0.03 ± 0.00 0.08 ± 0.00 �0.77 �0.74 �0.06
W/Z+jets shape 0.00 ± 0.00 0.29 ± 0.00 0 0.11 ± 0.00 0 0 0
Fake leptons shape 0.01 ± 0.00 0.05 ± 0.00 0.07 ± 0.00 0 0 0 0
Jet energy scale 0.75 ± 0.08 0.58 ± 0.11 0.54 ± 0.04 0.54 ± 0.02 +0.18 �0.29 �0.54
Relative b-to-light-jet energy scale 0.68 ± 0.02 0.06 ± 0.03 0.30 ± 0.01 0.03 ± 0.01 +1.00 +1.00 +1.00
Jet energy resolution 0.19 ± 0.04 0.22 ± 0.11 0.09 ± 0.05 0.20 ± 0.04 0 0 +0.22
Jet reconstruction e�ciency 0.07 ± 0.00 0.12 ± 0.00 0.01 ± 0.00 0.02 ± 0.01 +1.00 +1.00 +1.00
Jet vertex fraction 0.00 ± 0.00 0.01 ± 0.00 0.02 ± 0.00 0.09 ± 0.01 �1.00 +1.00 +1.00
b-tagging 0.07 ± 0.00 0.50 ± 0.00 0.04 ± 0.02 0.38 ± 0.00 0 0 �0.23
Leptons 0.13 ± 0.00 0.04 ± 0.00 0.14 ± 0.01 0.16 ± 0.01 �0.08 �0.17 +0.11
E

miss
T 0.04 ± 0.03 0.15 ± 0.04 0.01 ± 0.01 0.05 ± 0.01 �0.12 +0.22 +0.97

Pile-up 0.01 ± 0.00 0.02 ± 0.01 0.05 ± 0.01 0.15 ± 0.01 0 0 0
Total systematic uncertainty 1.31 ± 0.07 1.03 ± 0.08 0.74 ± 0.05 0.82 ± 0.06
Total 1.41 ± 0.07 1.27 ± 0.08 0.85 ± 0.05 0.91 ± 0.06 0.06 �0.07 �0.19

Table 4: The four measured values of mtop and their statistical and systematic uncertainty components are shown on the left. The right part reports the pairwise
correlations ⇢i3 of the previous measurements with the tt̄ ! lepton + jets measurement at

p
s = 8 TeV. The indices are 0 = tt̄ ! dilepton at

p
s = 7 TeV,

1 = tt̄ ! lepton + jets at
p

s = 7 TeV, both from Ref. [9], 2 = tt̄ ! dilepton at
p

s = 8 TeV from Ref. [14] and 3 = tt̄ ! lepton + jets at
p

s = 8 TeV. The
pairwise correlations of the previous measurements can be found in Ref. [14]. For the individual measurements, the systematic uncertainty in mtop and its
associated statistical uncertainty is given for each source of uncertainty. Assigned correlations are given as integer values, determined correlations are shown
as real values. The last line refers to the sum in quadrature of the statistical and systematic uncertainty components or the total correlations, respectively. The
statistical uncertainty in the total systematic uncertainties and in the total uncertainties are calculated from the propagation of uncertainties.
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Table 3: List of systematic uncertainties for the fits to the combined data set using the proce-
dures described in Section 5. With the exception of the flavor-dependent JEC terms, the total
systematic uncertainty is obtained from the sum in quadrature of the individual systematic
uncertainties. The values in parentheses with indented labels are already included in the pre-
ceding uncertainty source. A positive sign indicates an increase in the value of mt or the JSF in
response to a +1s shift and a negative sign indicates a decrease. The statistical uncertainty in
the shift in mt is given when different samples are compared. The statistical uncertainty in the
JSF shifts is 0.1% for these sources.

2D approach 1D approach Hybrid
dm2D

t dJSF2D dm1D
t dmhyb

t dJSFhyb

[GeV] [%] [GeV] [GeV] [%]
Experimental uncertainties
Method calibration 0.05 <0.1 0.05 0.05 <0.1
JEC (quad. sum) 0.13 0.2 0.83 0.18 0.3
– InterCalibration (�0.02) (<0.1) (+0.16) (+0.04) (<0.1)
– MPFInSitu (�0.01) (<0.1) (+0.23) (+0.07) (<0.1)
– Uncorrelated (�0.13) (+0.2) (+0.78) (+0.16) (+0.3)
Jet energy resolution �0.08 +0.1 +0.04 �0.04 +0.1
b tagging +0.03 <0.1 +0.01 +0.03 <0.1
Pileup �0.08 +0.1 +0.02 �0.05 +0.1
Non-tt background +0.04 �0.1 �0.02 +0.02 �0.1

Modeling uncertainties
JEC Flavor (linear sum) 0.42 0.1 0.31 0.39 <0.1
– light quarks (uds) (+0.10) (�0.1) (�0.01) (+0.06) (�0.1)
– charm (+0.02) (<0.1) (�0.01) (+0.01) (<0.1)
– bottom (�0.32) (<0.1) (�0.31) (�0.32) (<0.1)
– gluon (�0.22) (+0.3) (+0.02) (�0.15) (+0.2)
b jet modeling (quad. sum) 0.13 0.1 0.09 0.12 <0.1
– b frag. Bowler–Lund (�0.07) (+0.1) (�0.01) (�0.05) (<0.1)
– b frag. Peterson (+0.04) (<0.1) (+0.05) (+0.04) (<0.1)
– semileptonic B decays (+0.11) (<0.1) (+0.08) (+0.10) (<0.1)
PDF 0.02 <0.1 0.02 0.02 <0.1
Ren. and fact. scales 0.02 0.1 0.02 0.01 <0.1
ME/PS matching �0.08 +0.1 +0.03 �0.05 +0.1
ME generator +0.19 ± 0.14 +0.1 +0.29 ± 0.08 +0.22 ± 0.11 +0.1
ISR PS scale +0.07 ± 0.09 +0.1 +0.10 ± 0.05 +0.06 ± 0.07 <0.1
FSR PS scale +0.24 ± 0.06 �0.4 �0.22 ± 0.04 +0.13 ± 0.05 �0.3
Top quark pT +0.02 �0.1 �0.06 �0.01 �0.1
Underlying event �0.10 ± 0.08 +0.1 +0.01 ± 0.05 �0.07 ± 0.07 +0.1
Early resonance decays �0.22 ± 0.09 +0.8 +0.42 ± 0.05 �0.03 ± 0.07 +0.5
Color reconnection +0.34 ± 0.09 �0.1 +0.23 ± 0.06 +0.31 ± 0.08 �0.1

Total systematic 0.72 1.0 1.09 0.62 0.8
Statistical (expected) 0.09 0.1 0.06 0.08 0.1

Total (expected) 0.72 1.0 1.09 0.62 0.8

sated through the simultaneous determination of mt and JSF, i.e., the mfit
t observable is affected

differently from mreco
W . For the hybrid analysis, a hybrid weight of whyb = 0.3 is found optimal

based on the total uncertainty in the 2D result of the JSF and the jet energy scale uncertainty in
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Indirect top mass – eμ
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• EPJ C77 (2017) 804, 8 TeV, 20.2 fb-1

Template p`T peµ
T meµ pe

T + pµT Ee + Eµ

�2/Ndo f 8.1/8 7.5/7 13.9/10 8.0/6 12.5/8
mt [GeV] 168.4 ± 2.3 173.0 ± 2.1 170.6 ± 4.2 169.4 ± 2.0 166.9 ± 4.0
Data statistics ± 1.0 ± 0.9 ± 2.0 ± 0.9 ± 1.3
Expt. systematic ± 1.6 ± 1.0 ± 3.1 ± 1.6 ± 1.5
PDF uncertainty ± 1.0 ± 0.2 ± 1.6 ± 0.6 ± 3.4
tt̄ generator ± 0.4 ± 1.4 ± 1.4 ± 0.4 ± 1.1
QCD radiation ± 0.7 ± 0.8 ± 0.5 ± 0.2 ± 0.2

Moment 1 p`T peµ
T meµ pe

T + pµT Ee + Eµ

mt [GeV] 168.2 ± 2.9 172.4 ± 3.8 166.6 ± 6.5 168.4 ± 2.9 160.8 ± 7.9
Data statistics ± 1.0 ± 1.0 ± 2.4 ± 1.1 ± 2.2
Expt. systematic ± 2.1 ± 1.6 ± 3.8 ± 2.1 ± 3.1
PDF uncertainty ± 1.2 ± 0.3 ± 2.9 ± 1.1 ± 6.7
tt̄ generator ± 0.2 ± 1.3 ± 3.4 ± 0.2 ± 2.0
QCD radiation ± 1.2 ± 3.0 ± 1.4 ± 1.1 ± 0.2

Moment 2 p`T peµ
T meµ pe

T + pµT Ee + Eµ

mt [GeV] 168.1 ± 3.2 172.2 ± 4.5 166.9 ± 6.9 167.9 ± 3.3 159.9 ± 9.2
Data statistics ± 1.2 ± 1.1 ± 2.8 ± 1.3 ± 2.6
Expt. systematic ± 2.3 ± 2.0 ± 4.3 ± 2.4 ± 3.4
PDF uncertainty ± 1.3 ± 0.4 ± 3.3 ± 1.3 ± 7.8
tt̄ generator ± 0.4 ± 1.2 ± 3.2 ± 0.4 ± 2.4
QCD radiation ± 1.2 ± 3.7 ± 0.7 ± 1.3 ± 0.2

Moment 3 p`T peµ
T meµ pe

T + pµT Ee + Eµ

mt [GeV] 168.3 ± 3.5 172.0 ± 5.6 166.4 ± 9.1 167.6 ± 3.8 160.9 ± 9.5
Data statistics ± 1.5 ± 1.4 ± 4.2 ± 1.6 ± 3.0
Expt. systematic ± 2.5 ± 2.6 ± 6.0 ± 2.7 ± 3.7
PDF uncertainty ± 1.5 ± 0.6 ± 4.1 ± 1.4 ± 7.8
tt̄ generator ± 0.6 ± 1.1 ± 3.5 ± 0.7 ± 2.4
QCD radiation ± 1.1 ± 4.6 ± 0.2 ± 1.4 ± 0.2

Table 14: Measurements of the top quark mass from individual template fits to the lepton p`T and dilepton peµ
T , meµ,

pe
T + pµT and Ee + Eµ distributions, and using the first, second and third moments of these distributions. The data

are compared to predictions from Powheg+Pythia6 with the CT10 PDF set. The �2 value at the best-fit mass for
each distribution (for the template fits only), the fitted mass with its total uncertainty, and the individual uncertainty
contributions from data statistics, experimental systematics, and uncertainties in the predictions due to the choice
of tt̄ event generator and the modelling of QCD radiation are shown.
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Figure 20: Measurement of the top quark pT spectrum in pp collisions at
p

s = 8 TeV from ATLAS events with a
lepton and at least four jets [20], compared to the predictions from MCFM as used in this analysis with NNPDF 3.0,
mt = 173.3 GeV, and QCD scale choices of µF = µR = mt/2, HT /4 and ET /2, as well as with µF = µR = mt. The
measurement uncertainties are represented by the yellow band, with the uncorrelated component shown by the
black error bar. The lower plots show the ratios of the di↵erent predictions to the data.
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Figure 21: Measurements of the top quark mass using predictions derived from MCFM with the CT14, MMHT,
NNPDF 3.0, HERAPDF 2.0, ABM 11 and NNPDF 3.0_nojet PDF sets, and the central QCD factorisation and
renormalisation scales µF and µR set to mt/2, HT /4 and ET /2. The results are derived from a combined fit to all eight
lepton and dilepton distributions. For comparison, the world-average of mass measurements from reconstruction of
the top quark decay products [121] is shown by the cyan band.
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Direct top width 
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CMS 13 TeV, 12.9 fb-1,  l+jets
CMS-PAS-TOP-16-019

Fits NLO templates to m(lb): 
0.6 < Γ < 2.5 GeV at 95% conf
Main systematics: Signal modelling

Top quark width at 13 TeV [CMS-PAS-TOP-16-019]

I Hypotheses tested:
• compare the SM expectation for di↵erent width scenarios to data
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• hypotheses separation measured via CLs criterion

0.6 < �t < 2.5 GeV at 95% CL,
expected bounds at 95% CL:

0.6 < �t < 2.4 GeV

) the most precise direct bound of
) the top quark width performed to date!

) systematically limited by MC modeling  [GeV]Γ
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Nataliia Kovalchuk Measurements of top quark properties 07 July 2018 13 / 14

ATLAS 8 TeV,  20.2 fb-1, l+jets
Eur.Phys.J C78 (2018) 129

Fits NLO templates to m(lb) and ΔRmin(jb,jl)
Γ = 1.76 ± 0.33 +0.79

-0.68 GeV

The NNLO SM prediction is 1.322 GeV.
A 1 TeV stop would change this by ~1%, (see hep-ph/0109291).
We are far from this kind of precision.
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